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## Introduction

The Galois theory of noncommutative rings is a natural outgrowth of the classical Galois theory of fields. Let $G$ be a group of automorphisms of a ring $R$. Then we are concerned with the relationship between $R$ and the fixed ring $R^{G}$ and with the relationship between the subgroups of $G$ and the intermediate rings $S \supseteq R^{G}$. Needless to say, some assumptions on $R$ and reasonably strong assumptions on $G$ are required for really good results.

Work on this subject was begun by E. Noether [9 (1933)] in her study of inner automorphisms of central simple algebras. This was continued in the 1940's and 1950's where the work still concerned rather special rings $R$. For example the Galois theory of division rings was initiated by N. Jacobson [7 (1940)] and [8 (1947)], H. Cartan [1 (1947)] and G. Hochschild [5 (1949)]. Complete rings of linear transformations were investigated by T. Nakayama and G. Azumaya [17 (1947)], J. Dieudonné [3 (1948]) and somewhat later A. Rosenberg and D. Zelinsky [20 (1955)] studied continuous transformation rings. Much of this can be found in Jacobson's book [9 (1956)]. In addition, simple Artinian rings were considered by $G$. Hochschild [6 (1950)], T. Nakayama [18 (1952)] and in a long series of papers by H. Tominaga and T. Nagahara leading to their monograph [21 (1970)].

In the 1960's a great deal of work was done on the Galois theory of separable algebras. Among the many papers on this subject, we note in particular [15 (1966)] by Y. Miyashita, [2 (1967)] by L.N. Childs and F.R. DeMeyer, [22 (1969)] by O.E. Villamayor and D. Zelinsky and [14 (1970)] by H.F. Kreimer. The best results to date are due to V.K. Kharchenko in [10 (1975)], [11 (1975)] and [12 (1977)] where he develops a Galois theory for semiprime rings.

In the beginning of this paper we discuss the work of Kharchenko in the special case of prime rings. We have made this simplifying assumption to greatly facilitate the exposition. The proofs in the semiprime case invariably start with a Zorn's
lemma argument to find an idempotent maximal with some property and then proceed as in the prime case. There are admittedly a number of difficult technical details which must be handled when $R$ is semiprime. Nevertheless, the basic flow of the proofs is the same and at the very least we hope this part of the paper can serve as an introduction to [12].

Although most of the results in Sections 2 through 8 and half of those in Section 9 are due to Kharchenko, there are some new approaches and some new emphasis here. For example in Section 2 we offer a new proof of the existence of trace forms. Later, our use of trace forms of minimal length avoids the notion of independence of automorphisms. In Section 5, we stress the bimodule properties as a key ingredient in the theory. Our formulation of the Galois homogeneity condition in Section 6 differs from the original and we think it is more natural.

In the remainder of this paper, most of the results are new. In Section 9 we consider the minimal primes of $R^{G}$. In Sections 10 and 11 we study the problem of extending isomorphisms between intermediate rings, using an idea from [13 (1978)]. This enables us, in Section 12, to determine when certain intermediate rings are Galois over $R^{G}$. This paper starts with basic notation and statements of the main results in Section 1. It ends with some examples.

With the exception of a few simple assumed facts on the Martindale ring of quotients, this paper is essentially self-contained. A good basic reference for the missing material and for other aspects of Galois theory is the monograph by S . Montgomery [16(1980)]. In addition, we recommend the very pleasant survey article [4 (1980)] by J.W. Fisher and J. Osterburg.

## 1. $N$-groups of automorphisms

We are concerned with the action of a group $G$ on a prime ring $R$. As is to be expected, certain finiteness assumptions are required for $G$. However, in order to even state these, we must first introduce the Martindale ring of quotients of $R$.

Let $R$ be prime ring and consider the set of all left $R$-module homomorphisms $f:{ }_{R} I \rightarrow_{R} R$ where $I$ ranges over all nonzero two-sided ideals of $R$. Two such functions are said to be equivalent if they agree on their common domain, which is a nonzero ideal since $R$ is prime. It is easy to see that this is an equivalence relation. Indeed, what is needed her $\epsilon$ is the observation that if $f:{ }_{R} I \rightarrow_{R} R$ with $I f=0$ and if $f$ is defined on $r \in R$, then $r f=0$. This follows since $I r \subseteq I$ so $0=(I r) f=I(r f)$ and hence $r f=0$ in this prime ring. We let $\hat{f}$ denote the equivalence class of $f$ and let $Q=Q_{0}(R)$ be the set of all such equivalence classes.

The arithrnetic in $Q$ is defined in a fairly obvious manner. Suppose $f:{ }_{R} I \rightarrow_{R} R$ and $g:{ }_{R} J \rightarrow_{R} R$. Then $\hat{f}+\hat{g}$ is the class of $f+g:_{R}(I \cap J) \rightarrow_{R} R$ and $\hat{f} \hat{g}$ is the class of the composite function $f g:_{R}(J I) \rightarrow{ }_{R} R$. It is easy to see that these definitions make sense and that they respect the equivalence relation. Furthermore, the ring axioms are surely satisfied so $Q$ is a ring with 1 . Finally let $r_{\rho}:{ }_{R} R \rightarrow{ }_{R} R$ denote right multi-
plication by $r \in R$. Then the map $r \rightarrow \hat{r}_{\varrho}$ is easily seen to be a ring homomorphism from $R$ into $Q$. Moreover, if $r \neq 0$ then $R r_{\varrho} \neq 0$ and hence $\hat{r}_{\underline{g}} \neq 0$ by the observation of the preceding paragraph. We conclude therefore that $R$ is embedded isomorphically in $Q$ with the same 1 and we will view $Q$ as an overring of $R$. It is the Martindale ring of quotients of $R$.

Suppose $f:{ }_{R} I \rightarrow_{R} R$ and $a \in I$. Then $a_{\varrho} f$ is defined on ${ }_{R} R$ and for all $r \in R$ we have

$$
r\left(a_{\varrho} f\right)=(r a) f=r(a f)=r(a f)_{\varrho} .
$$

Hence $\hat{a}_{\varrho} \hat{f}=(\widehat{a f})_{\varrho}$ and the map $f$ translates in $Q$ to right multiplication by $\hat{f}$. With this observation, the following well known result is an elementary exercise.

Lemma 1.1. Let $Q=Q_{0}(R)$.
(i) If $q \in Q$ and Iq=0 for some nonzero ideal I of $R$, then $q=0$.
(ii) If $q_{1}, q_{2}, \ldots, q_{n} \in Q$, then there exists a nonzero ideal I of $R$ with $I q_{1}, I q_{2}, \ldots$, $I q_{n} \subseteq R$.
(iii) $Q$ is prime. Indeed if $q_{1} I q_{2}=0$ for $q_{1}, q_{2} \in Q$ and $I$ a nonzero ideal of $R$, then $q_{1}=0$ or $q_{2}=0$.
(iv) If $\sigma$ is an automorphism of $R$, then $\sigma$ extends uniquely to an automorphism of $Q$.
(v) If $C=\mathbb{C}_{Q}(R)$, then $C$ is a field and the center of $Q$.

The field $C$ above is called the extended centroid of $R$. By (iv), we can view Aut $R$ as a subgroup of Aut $Q$. An automorphism $\sigma$ of $R$ is said to be $X$-inner if and only if it is induced by conjugation by a unit of $Q$. In other words, these automorphisms arise from those units $q \in Q$ with $q^{-1} R q=R$. If $q$ and $u$ are two such units, then clearly so is $q u^{-1}$. Thus we see immediately from (iv) that Inn $R$, the set of all X-inner automorphisms of $R$, is a normal subgroup of Aut $R$.

Now let $G$ act on $R$ and set $G_{0}=G \cap \operatorname{Inn} R \triangleleft G$. Thus for each $g \in G_{0}$ there exists at least one unit $q \in Q$ such that $g$ is equal to conjugation by $q$. We now let $B=B(G)=B_{R}(G)$ denote the linear span of all units $q \in Q$ such that $G^{-1} R q=R$ ard conjugation by $q$ is contained in $G$ and hence in $G_{0}$. By definition, $B$ is closed under addition. Furthermore, if $q, u \in Q$ give rise to $g, h \in G$ respectively, then surely $q u$ gives rise to $g h \in G$. Thus we see that $B$ is closed under multiplication. Moreover $B \supseteq C$ since the elements of $C \backslash 0$ are units which centralize $R$ and hence give rise to the identity automorphism. Thus $B$ is a $C$-subalgebra of $Q$ crlied the algebra of the group of $G$.

We can now state the necessary finiteness assumptions on $G$. The group $G$ is said to be an $M$-group of automorphisms of $R$ if and only if
(i) $\left[G: G_{0}\right]<\infty$
(ii) $B$ is a semisimple finite dimensional $C$-algebra. The product $\left[G: G_{0}\right] \cdot \operatorname{dim}_{C} B$ is the reduced order of $G$.

Now let $R^{G}=\left\{r \in R \mid r^{g}=r\right.$ for all $\left.g \in G\right\}$ be the fixed ring of $G$. Since $B$ is spanned by units which act like elements of $G$, it is clear that $B$ centralizes $R^{G}$. In particular, conjugation by any unit of $B$ fixes $R^{G}$. Because of this, we introduce the following completeness condition. The group $G$ is said to be an $N$-group (for Emmy Noether) of automorphisms of $R$ if and only if $G$ satisfies (i), (ii) above and
(iii) If $b$ is any unit of $B$, then $b^{-1} R b=R$ and conjugation by $b$ is an element of $G$.

For many results, we can in fact assume the weaker hypothesis that if $b$ is any unit of $B$ which normalizes $R$, then conjugation by $b$ belongs to $G$. However we will stay with this stronger assumption.

If $S$ is a subring of $R$, we define $\mathscr{G}(R / S)=\{\sigma \in$ Aut $R \mid \sigma$ fixes $S\}$.Then $S$ is a Galois subring of $R$ if $S$ is the fixed ring of $\mathscr{G}(R / S)$. The first main result, proved in Section 4, is

Theorem A. Let $G$ be an $N$-group of automorphisms of the prime ring $R$. Then $\mathscr{G}\left(R / R^{G}\right)=G$.

Now suppose $R, G$ and $B$ are as above and let $S$ be an intermediate ring so that $R \supseteq S \supseteq R^{G}$. In order to decide whether $S$ is a Galois subring of $R$, the following four conditions come into play.
[GZ] (Centralizer) If $Z=\mathbb{C}_{B}(S)$, then $Z$ is a semisimple algebra spanned by its units.
[GI] (Idempotent) Let $e$ be an idempotent of $B$ with $e S(1-e)=0$. Then there exists an idempotent $f \in Z=\mathbb{C}_{B}(S)$ with $B e=B f$.
[GH] (Homogeneity) Suppose $b \in B \backslash 0, g \in G$ and $b s=s^{g} b$ for all $s \in S$. Then $g=h g_{0}$ where $h \in \mathscr{G}(R / S)$ and $g_{0} \in G \cap \operatorname{Inn} R$.
[GC] (Cancellation) Suppose $K$ is an ideal of $S$ with $r_{R}(K)=0$. If $r \in R$ and $K r \subseteq S$, then $r \in S$.

The main result on Galois subrings, proved in Section 7 is

Theorem B. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $R \supseteq S \supseteq R^{G}$. Then $S$ is the fixed ring of an $N$-subgroup $H$ of $G$ if and only if $S$ satisfios [GZ], [GI], [GH] and [GC].

This gives rise to numerous correspondence theorems obtained in Section 8. The next part of this paper is concerned with the structure of the minimal primes of $R^{G}$ and with the nature of the isomorphisms between intermediate rings. For example, we prove in Section 11 a precise version of

Theorem C. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let
$S, S \supseteq R^{\mathfrak{G}}$ both satisfy [GZ], [GI] and [GH]. Suppose $\varphi: S \rightarrow \bar{S}$ is an isomorphism which is the identity on $R^{G}$ and assume that $P$ and $\bar{P}=P^{\varphi}$ are corresponding minimal primes of $S$ and $\bar{S}$. Then there exists an element $g \in G$ which 'induces', in $a$ well defined manner, the isomorphism $\varphi: S / P \rightarrow \bar{S} / \bar{P}$.

In Section 12, we consider when certain intermediate rings are Galois over $R^{G}$. For this we require some definitions. Let $G$ be an N -group of automorphisms of $R$. If $K$ is an M -subgroup of $G$, then $K$ can be completed to an N -subgroup $\bar{K}$ of $G$ by adjoining to $K$ the action of all units of $B(K)$. Clearly $B(K)=F \quad$ ) and $R^{K}=R^{K}$ since any element of $R$ fixed by $K$ is fixed by all units of $B(K)$. Now let $H$ be a subgroup of $G$. Then we say that $H$ is almost normal in $G$ if $K=\mathbb{N}_{G}(H)$ is an M -group with completion $\tilde{K}=G$. In addition we say that $H$ is an $F$-group if it is an N -group with $B(H)$ a simple ring. We remark that if $H$ is an F -group, then $R^{H}$ is necessarily a prime ring. Finally we say that $R$ is $N$-group Calois over $S$ if $\mathscr{G}(R / S)$ is an N -group with fixed ring $S$. We prove

Theorem D. Let $G$ be an N-group of automorphisms of the prime ring $R$ and let $H$ be an $F$-subgroup of $G$. Then $R^{H}$ is $N$-group Galois over. $R^{G}$ if and only if $H$ is almost normal in $G$.

We close this section with two simple, but crucial, observations about the units of $Q$.

Lemma 1.2. Let $G$ be an $M$-group of automorphisms of $R$ and let $b \in B$. Then there exists a nonzero ideal $I$ of $R$ with $I b \subseteq R$ and $b I \subseteq R$.

Proof. Suppose first that $q$ is a unit of $B$ which corresponds to an X -inner automorphism $g \in G$. By Lemma 1.1 (ii), there exist an ideal $J \neq 0$ of $R$ with $J q \subseteq R$. Moreover $q J^{g}=q\left(q^{-1} J q\right) \subseteq R$ so the result follows for $q$ by taking $I=J \cap J^{q}$. Finally , by definition of $B$, any $b \in B$ is a finite sum $b=q_{1}+q_{2}+\cdots+q_{n}$ of such units $q_{i} \in B$. By the above, for each $i$ there is a nonzero ideal $I_{i}$ of $R$ with $I_{i} q_{i} \subseteq R$ and $q_{i} I_{i} \subseteq R$. Since $R$ is prime, the result follows for $b$ by taking $I=I_{1} \cap I_{2} \cap \cdots \cap I_{n} \neq 0$.

Lemma 1.3. Let $q \in Q \backslash 0$ and let $\sigma$ be an automorphism of $R$ with $r q=q r^{\sigma}$ for all $r \in R$. Then $q$ is a unit of $Q$ and $\sigma$ is $X$-inner induced by $q$.

Proof. The relation $r q=q r^{\sigma}$ implies easily that $l_{R}(q)$ is a two-sided ideal of $R$. Thus since $q \neq 0$ we conclude from Lemma 1.1(i) that $l_{R}(q)=0$. Now let $/$ be a nonzero ideal of $R$ with $I q \subseteq R$. Since $I q=q I^{\sigma}$, we see that $I q=J$ is also a two-sided ideal of $R$. Furthermore since $l_{R}(q)=0$, the right multiplication map $q: I \rightarrow J$ is one-to-one and onto. Hence if $f: J \rightarrow I$ denotes the inverse map, then $\hat{f} \in Q$ is clearly the inverse of $q$ in $Q$. Finally the formula $q^{-1} r q=r^{\sigma}$ implies that $\sigma$ is X-inner and in fact induced from $q$.

## 2. Existence of trace forms

The goal here is to construct certain trace forms, that is linear maps, which send $R$ to $R^{G}$. We start by considering any finite dimensional algebra $A$ over a field $C$. If $A^{*}=\operatorname{Hom}_{C}(A, C)$ is the dual group of $A$, then $A^{*}$ can be given a right $A$-module structure by defining the functional $\lambda a$ to be

$$
\lambda a(z)=\lambda(a z) \quad \text { for all } z \in A
$$

## Here $\lambda \in A^{*}$ and $a \in A$.

The first part of the following well known result asserts that the module $A^{*}$ is isomorphic to the left regular representation of $A$. For the second part, if $V$ is a vector sjace over $C$, we say that a basis of $V$ is compatible with the decomposition $V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{k}$ if and only if it is a union of bases of the subspaces $V_{i}$.

Lemma 2.1. Let $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ be a basis for $A$ and let $\left\{a_{1}^{*}, a_{2}^{*}, \ldots, a_{n}^{*}\right\}$ be its dual basis in $A^{*}$.
(i) If $a \in A$ with $a a_{i}=\sum_{j} a_{j} c_{i j}$, then $a_{j}^{*} a=\sum_{i} c_{i j} a_{i}^{*}$.
(ii) If $e$ is an idempotent of $A$, then $\left\{a_{i}\right\}$ is compatible with $e A \oplus(1-e) A$ if and only if $\left\{a_{i}^{*}\right\}$ is compatible with $A^{*} e \oplus A^{*}(1-e)$. Furthermore when this occurs then $a_{i} \in e A$ if and only if $a_{i}^{*} \in A^{*} e$.

Proof. For (i) write $a a_{i}=\sum_{j} a_{j} c_{i j}$ and write $a_{j}^{*} a=\sum_{i} d_{i j} a_{i}^{*}$ with $c_{i j}, d_{i j} \in C$. Then

$$
d_{i j}=a_{j}^{*} a\left(a_{i}\right)=a_{j}^{*}\left(a a_{i}\right)=c_{i j}
$$

For (ii), take $a=e$ in the above. Then $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ is compatible with $e A \oplus$ $(1-e) A$ if and only if the matrix [ $c_{i j}$ ] is diagonal with 0 and 1 entries on the diagonal. Furthermore, by (i) above this is precisely the same criteria for $\left\{a_{1}^{*}, a_{2}^{*}, \ldots, a_{n}^{*}\right\}$ to be compatible with $A^{*} e \oplus A^{*}(1-e)$. Finally when this occurs then $a_{i} \in e A$ if and only if $c_{i i}=1$ and then if and only if $a_{i}^{*} \in A^{*} e$.

We are interested in whether nontrivial module homomorphisms $\theta: A^{*} \rightarrow A$ exist. Indeed, if $A \simeq A^{*}$, then $A$ is said to be a Frobenius algebra and the following is a well known necessary and sufficient condition for this to occur.

Lemma 2.2. We have $A \simeq A^{*}$ if and only there exists $\lambda \in A^{*}$ whose kernel contains no nonzero right ideal of $A$. Furthermore if $A$ is semisimple, then $A$ is Frobenius.

Proof. Observe that any module homomorphism $f: A \rightarrow A^{*}$ is determined by $f(1)=\lambda$. Moreover $f(a)=\lambda a$ is the zero map if and only if $a A \subseteq \operatorname{ker} \lambda$. Thus $f$ is one-to-one and hence an isomorphism if and only if the kernel of $\lambda$ contains no nonzero right ideal.

Finally if $A$ is semisimple, write $A=\oplus A_{i}$ as a ring direct sum of simple rings. Since $A^{*}=\oplus A_{i}^{*}$, it clearly suffices in view of Lemma 2.1 (ii) to show that $A_{i} \approx A_{i}^{*}$
as $A_{i}$-modules. But this is trivial since $\operatorname{dim} A_{i}=\operatorname{dim} A_{i}^{*}$, both modules are completely reducible and $A_{i}$ has a unique irreducible module.

We remark that the above condition on $\lambda$ is actually right-left symmetric. Furthermore if $A$ has a 2-dimensional right ideal $K$ all of whose subspaces are right ideals, then it is clear that no such $\lambda$ exists and $A$ is not Frobenius.

Now we assume that $G$ acts on the prime ring $R$ and that the algebra of the group $B$ is finite dimensional over $C$. Moreover $\left[G: G_{0}\right]<\infty$ where $G_{0}=G \cap \operatorname{Inn} R$. We define certain linear functions $\tau: Q \rightarrow Q$.

Lemma 2.3. Let $\theta: B^{*} \rightarrow B$ be a right $B$-module homomorphism. Let $\Lambda$ be a transversal for $G_{0}$ in $G$ with $1 \in \Lambda$ and let $b_{1}, b_{2}, \ldots, b_{n}$ be a $C$-basis for $B$. Then the trace form

$$
\tau(x)=\sum_{i, g \in \Lambda}\left(b_{i} x \theta\left(b_{i}^{*}\right)\right)^{g}=\sum_{i, g} a_{i g} x^{g} b_{i g}
$$

satisfies $a_{i g}, b_{i g} \in B$ and $\tau(Q) \subseteq Q^{G}$.
Proof. Let us first consider $\tau_{1}(x)=\sum_{i} b_{i} x \theta\left(b_{i}^{*}\right)$. If $b \in B$ and $b b_{i}=\sum_{j} b_{j} c_{i j}$, then by Lemma 2.1(i) since $C$ is the center of $Q$ we have

$$
\begin{aligned}
b\left(\sum_{i} b_{i} x \theta\left(b_{i}^{*}\right)\right) & =\sum_{i} b b_{i} x \theta\left(b_{i}^{*}\right)=\sum_{i}\left(\sum_{j} b_{j} c_{i j}\right) x \theta\left(b_{i}^{*}\right) \\
& =\sum_{i} b_{j} x \theta\left(\sum_{i} c_{i j} b_{i}^{*}\right)=\sum_{j} b_{j} x \theta\left(b_{j}^{*} b\right)
\end{aligned}
$$

Moreover since $\theta$ is a right $B$-module homomorphism, this last term equals $\left(\sum_{j} b_{j} x \theta\left(\dot{b}_{j}^{*}\right)\right) b$. Thus for all $x \in Q, \tau_{1}(x)$ commutes with $B$ and in particular with $G_{0}$. Since $\Lambda$ is a transversal for $G_{0} \triangleleft G$, it is now immediate that $\tau(x)=\sum_{q \in, 1} \tau_{1}(x)^{2}$ $\operatorname{maps} Q$ to $Q^{G}$.

Now let us specialize to the case in which $B$ is semisimple so that an isomorphism $\theta: B^{*} \rightarrow B$ exists.

Lemma 2.4. Let $G$ be an $M$-group and let $\Lambda$ be a transversal for $G_{0}=G \cap \operatorname{Inn} R$ in $G$ with $1 \in \Lambda$. Then there exist trace forms

$$
\tau(x)=\sum_{i, g \in \Lambda} a_{i g} x^{g} b_{i g}
$$

with $a_{i g}, b_{i g} \in B$ and $\tau(Q) \subseteq Q^{G}$ such that
(i) For each $g \in \Lambda,\left\{a_{i g}\right\}$ and $\left\{b_{i g}\right\}$ are $C$-bases of $B$.
(ii) Either basis $\left\{a_{i 1}\right\}$ or $\left\{b_{i 1}\right\}$ may be prescribed beforehand.
(iii) If $e \in B$ is an idempotent, then $\left\{a_{i 1}\right\}$ is compatible with $B=e B \oplus(1-e) B$ if and only if $\left\{b_{i 1}\right\}$ is compatible with $B=B e \oplus B(1-e)$. Furthermore when this occurs then $a_{i 1} \in e B$ if and only if $b_{i 1} \in B e$.

Proof. Since $G$ is an M-group, $B$ is semisimple so a right $B$-module isomorphism $\theta: B^{*} \rightarrow B$ exists by Lemma 2.2. We now apply Lemma 2.3 with this particular $\theta$. Then for any choice of basis $\left\{b_{i}\right\}$, the trace form $\tau(x)$ so constructed satisfies $\tau(Q) \subseteq Q^{G}$ and $a_{i g}, b_{i g} \in B$. Note that $1 \in \Lambda$ by assumption.

Now $a_{i 1}=b_{i}$ and $b_{i 1}=\theta\left(b_{i}^{*}\right)$ so both $\left\{a_{i 1}\right\}$ and $\left\{b_{i 1}\right\}$ are bases of $B$. Moreover the basis $\left\{a_{i 1}\right\}$ may clearly be prescribed beforehand by taking $b_{i}=a_{i 1}$ and the basis $\left\{b_{i 1}\right\}$ may be prescrised by choosing $\left\{b_{i}\right\}$ to be the dual basis to $\left\{\theta^{-1}\left(b_{i 1}\right)\right\}$ in $B^{* *}=B$. Indeed if $b_{i}=\theta^{-1}\left(b_{i 1}\right)^{*}$, then $b_{i}^{*}=\theta^{-1}\left(b_{i 1}\right)^{* *}=\theta^{-1}\left(b_{i 1}\right)$ so $\theta\left(b_{i}^{*}\right)=b_{i 1}$. Thus we have (i) and (ii) since $a_{i g}=a_{i 1}^{g}$ and $b_{i g}=b_{i 1}^{g}$.

Finally let $e \in B$ be an idempotent. Since $\theta$ is an isomorphism and $b_{i 1}=\theta\left(b_{i}^{*}\right)$ it is clear that $\left\{b_{1}^{*}, b_{2}^{*}, \ldots, b_{n}^{*}\right\}$ is compatible with $B^{*}=B^{*} e \oplus B^{*}(1-e)$ if and only if $\left\{b_{11}, b_{21}, \ldots, b_{n 1}\right\}$ is compatible with $B=B e \oplus B(1-e)$. Therefore since $a_{i 1}=b_{i}$, part (iii) now follows immediately from Lemma 2.1 (ii).

Since the coefficients of these trace forms belong to $B$, it is not necessarily true that $\tau(R) \subseteq R$. However we do have

Lemma 2.5. Let $\tau(x)=\sum_{i, g} a_{i g} x^{g} b_{i g}$ be as in Lemma 2.3 or 2.4. Then there exists $a$ nonzero ideal $I$ of $R$ such that $\tau(I) \subseteq R^{G}$. Indeed if $J$ is any nonzero ideal of $R$, then there exists a nonzero ideal $K \subseteq J$ with $\tau(K) \subseteq J \cap R^{G}$.

Proof. Let $J$ be a nonzero ideal of $R$ and let $a, b \in B$ and $g \in G$. Then by Lemma 1.2 there exist nonzero ideals $K_{1}$ and $K_{2}$ of $R$ with $a^{g^{-1}} K_{1} \subseteq R$ and $K_{2} b^{g} \subseteq R$. Thus

$$
a^{g^{-1}}\left(K_{1} J^{g^{-1}} K_{2}\right) b^{g^{-1}} \subseteq J^{g^{-1}}
$$

and hence $a\left(K_{1} J^{g^{-1}} K_{2}\right)^{g} b \subseteq J$. In other words we have shown that for each summand $a_{i g} x^{g} b_{i g}$ of $\tau$ there exists a nonzero ideal $K_{i g}$ with $a_{i g}\left(K_{i g}\right)^{g} b_{i g} \subseteq J$. Thus setting $K=J \cap \bigcap_{i, g} K_{i g} \neq 0$ we see that $K \subseteq J$ and $\tau(K) \subseteq J$. Since $\tau(Q) \subseteq Q^{G}$, by Lemma 2.3 or 2.4 , we therefore have $\tau(K) \subseteq J \cap R^{G}$. The result now follows by taking $I$ to be the appropriate ideal for $J=R$.

## 3. Truncation of trace forms

In this section we consider certain trace forms

$$
T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}
$$

with $a_{i}, b_{i} \in Q$ and $\sigma_{i} \in$ Aut $R$. If $r, s \in R$, then

$$
r T(s x)=\sum_{i}\left(r a_{i} s^{\sigma_{i}}\right) x^{\sigma_{i}} b_{i}
$$

is also a trace form with the same $b_{i}, \sigma_{i}$. The idea here is to study sums of expressions of this type and any such expression

$$
\tilde{T}(x)=\sum_{k} r_{k} T\left(s_{k} x\right)
$$

is called a (left) truncation of $T$. Notice that

$$
\tilde{T}(x)=\sum_{i} \tilde{a}_{i} x^{\sigma_{i}} b_{i} \quad \text { with } \quad \tilde{a}_{i}=\sum_{k} r_{k} a_{i} s_{k}^{J_{i}}
$$

If the (left) support of $T$ is defined by $\left\{i \mid a_{i} \neq 0\right\}$, then it is clear that Supp $\tilde{T} \subseteq \operatorname{Supp} T$. Furthermore, any truncation of $\tilde{T}$ is certainly also one of $T$. We seek truncations of $T$ of minimal support size.

Observe that if any $\sigma$ is X -inner, induced by $q \in Q$, then for any $x \in R$ we have $x^{\sigma}=q^{-1} x q$. Because of this we can usually assume that no X -inner automorphisms other than $\sigma=1$ occur in $T$. Indeed we say that $T$, as above, is an outer form, if $\sigma_{i} \in \operatorname{Inn} R$ implies $\sigma_{i}=1$.

Lemma 3.1. Let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be an outer trace form with $\sigma_{0}=1, a_{0} \neq 0$. Then there exist $r_{k}, s_{k} \in R$ (depending only upon the $a_{i}$ 's and $\sigma_{i}$ 's) such that

$$
\tilde{T}(x)=\sum_{k} r_{k} T\left(s_{k} x\right)=\sum_{i} \tilde{a}_{i} x^{\sigma_{i}} b_{i}
$$

satisfies $\tilde{a}_{i} \in R, \tilde{a}_{0} \neq 0$. Furthermore, if $\tilde{a}_{i} \neq 0$, then $\sigma_{i}=1$ and $\tilde{a}_{i}=\tilde{a}_{0} c_{i}$ for some $c_{i} \in C$ with $c_{0}=1$.

Proof. As we will see, the $t_{i}$ 's merely play the role of a place holder here. Thus the $r_{k}, s_{k}$ elements obtained depend only the $a_{i}$ 's and $\sigma_{i}$ 's.

For each $i$ there exists a nonzero ideal $L_{i}$ of $R$ with $L_{i} a_{i} \subseteq R$. Thus if $L=\bigcap L_{i} \neq 0$, then $L a_{i} \subseteq R$ for all $i$. Furthermore $L a_{0} \neq 0$. Thus if $r \in L$ is chosen with $r a_{0} \neq 0$, then $r T(x)$ is a truncation $\tilde{T}$ of $T$ with ail $\tilde{a}_{i} \in R$ and $\tilde{a}_{0} \neq 0$. We can now assume that $T$ has this property.

The proof proceeds by induction on $|\operatorname{Supp} T|$, the case $|\operatorname{Supp} T|=1$ being trivial. Suppose now that $|\operatorname{Supp} T|>1$. It $\tilde{T}$ is a truncation of $T$ with $\mid \operatorname{Supp} \tilde{T}$ $<|\operatorname{Supp} T|$, then the result will follow by induction provided $\tilde{a}_{0} \neq 0$. Thus ve can assume that in any truncation of $T$ of smaller support size, the $\bar{a}_{0}$ term vanishes.

We next show that if $\tilde{T}=\sum_{i} \tilde{a}_{i} x^{\sigma_{i}} b_{i}$ is a truncation of $T$ with $|\operatorname{Supp} \tilde{T}|<$ $|\operatorname{Supp} T|$, then all $\tilde{a}_{i}=0$, that is $\tilde{T}=0$. To this end, we already know that $\tilde{a}_{0}=0$ and we consider $\tilde{a}_{k}$ for $k \neq 0$. For any $r \in R$ form the truncation

$$
T^{\prime}(x)=\tilde{a}_{k} r T(x)-\tilde{T}\left(\left(r a_{k}\right)^{\sigma_{k}^{-1}} x\right)=\sum_{i} a_{i}^{\prime} x^{\sigma_{i}} b_{i}
$$

so that

$$
a_{i}^{\prime}=\tilde{a}_{k} r a_{i}-\tilde{a}_{i}\left(r a_{k}\right)^{\sigma_{k}^{-1} \sigma_{i}}
$$

Then $a_{k}^{\prime}=0$ so $\left|\operatorname{Supp} T^{\prime}\right|<|\operatorname{Supp} T|$ and we must have $a_{0}^{\prime}=0$. Since $\tilde{a}_{0}=0$ this yields $0=a_{0}^{\prime}=\tilde{a}_{k} r a_{0}$ for all $r \in R$. Since $R$ is prime and $a_{0} \neq 0$ we conclude that $\tilde{a}_{k}=0$.

We now know that any truncation of $T$ of properly smaller support size rnust be
identically zero. Let $J=R a_{0} R$ be the nonzero ideal of $R$ generated by $a_{0}$. Then for each $j \in J$, it is clear that there is truncation $\tilde{T}_{j}(x)$ of $T$ with

$$
\tilde{T}_{j}(x)=\sum_{i} \tilde{a}_{i}(j) x^{\sigma_{i}} b_{i}
$$

and $\tilde{a}_{0}(j)=j$. Furthermore we claim that the coefficients $\tilde{a}_{i}(j)$ are uniquely determined. Indeed if $\tilde{T}_{j}(x)$ and $T_{j}^{\prime}(x)$ are two truncations of $T$ with the same 0 -coefficient $j$, then $\tilde{T}_{j}-T_{j}^{\prime}$ is a truncation of smaller support size and hence is identically zero.

Thus for each $i, \tilde{a}_{i}: J \rightarrow R$ is a well defined function. It is surely additive and it is in fact a left $R$-module homomorphism. Indeed by considering $r \tilde{T}_{j}(x)$ we see that $\tilde{a}_{i}(r j)=r \tilde{a}_{i}(j)$. Thus there exists $q_{i} \in Q$ with $\tilde{a}_{i}(j)=j q_{i}$ and hence

$$
\tilde{T}_{j}(x)=\sum_{i}\left(j q_{i}\right) x^{\sigma_{i}} b_{i}
$$

with $q_{0}=1$. Furthermore, since $\sigma_{0}=1$ it follows, by considering $\tilde{T}_{j}(s x)$, that

$$
j s q_{i}=\tilde{a}_{i}(j s)=\tilde{a}_{i}(j) s^{\sigma_{i}}=j q_{i} s^{\sigma_{i}} .
$$

But this holds for all $j \in J$ so $s q_{i}=q_{i} s^{\sigma_{i}}$ for all $s \in R$. Since $q_{i} \neq 0$ for those terms in the support of $T$ we conclude from Lemma 1.3 that $q_{i}$ is a unit inducing the X inner automorphism $\sigma_{i}$. By assumption, $T$ is an outer form, so this implies that $\sigma_{i}=1$ and $q_{i} \in C$.

We have therefore shown, summing over the support of $T$, that

$$
\tilde{T}_{j}(x)=\sum_{i}\left(j q_{i}\right) x b_{i}
$$

with $q_{i} \in C$ and $q_{0}=1$. Since $a_{0} \in J$, the result follows by taking $j=a_{0}$.
The right analog of the above also holds. If $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ is a trace form and $r, s \in R$, then $T(x r) s=\sum_{i} a_{i} x^{\sigma_{i}}\left(r^{\sigma_{i}} b_{i} s\right)$ is clearly a trace form with the same $a_{i}, \sigma_{i}$. Thes we consider right truncations of $T$ and we have

Lemma 3.2. Let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be an outer trace form with $\sigma_{0}=1, b_{0} \neq 0$. Then there exist $r_{k}, s_{k} \in R$ (depending only upon the $b_{i}$ 's and $\sigma_{i}$ 's) such that

$$
\tilde{T}(x)=\sum_{k} T\left(x r_{k}\right) s_{k}=\sum_{i} a_{i} x^{\sigma_{i}} \tilde{b_{i}}
$$

satisfies $\tilde{b}_{i} \in R, \tilde{b}_{0} \neq 0$. Furthermure, if $\tilde{b}_{i} \neq 0$ then $\sigma_{i}=1$ and $\tilde{b}_{i}=c_{i} \dot{b}_{0}$ for some $c_{i} \in C$ with $c_{0}=1$.

Proof. This actually follows directly from Lemma 3.1. Consider the outer trace from

$$
T^{\prime}(x)=\sum_{i} b_{i}^{\sigma_{i}^{-1}} x^{\sigma_{i}^{-1}} a_{i}
$$

Then by Lemma 3.1 there exist elements $r_{k}$, $s_{k}$ depending only upon the $b_{i}$ 's and
$\sigma_{i}$ 's with

$$
\sum_{k} r_{k} T^{\prime}\left(s_{k} x\right)=\sum_{i} d_{i} x^{\sigma_{i}^{\prime}} a_{i}
$$

satisfying $d_{i} \in R, d_{0} \neq 0$. Furthermore, if $d_{i} \neq 0$, then $\sigma_{i}^{-1}=1$ and $d_{i}=c_{i} d_{0}$ for some $c_{i} \in C$. Notice that

$$
d_{i}=\sum_{k} r_{k} b_{i}^{\sigma_{i}^{-1}} s_{k}^{\sigma_{i}^{-1}}
$$

Finally consider

$$
\tilde{T}(x)=\sum_{k} T\left(x r_{k}\right) s_{k}=\sum_{i} a_{i} x^{\sigma_{i}} \tilde{b_{i}}
$$

Then

$$
\tilde{b_{i}}=\sum_{k} r_{k}^{\sigma_{i}} b_{i} s_{k}=d_{i}^{\sigma_{i}}
$$

so the result follows from the above properties of the $d_{i}$ 's.
Since elements of $C$ are allowed to pass across $x^{\sigma}$ in trace forms, we have immediately

Lemma 3.3. Let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be an outer trace form with $\sigma_{0}={ }^{\prime}, a_{0} \neq 0$. Then there exists a left truncation $\tilde{T}(x)=\tilde{a}_{0} x \beta$ of $T(x)$ with $\tilde{a}_{0} \in R \backslash 0$ and $\beta=\Sigma^{\prime} c_{1} b_{1}$. Here $c_{i} \in C, c_{0}=1$ and the sum is over $\left\{i \mid \sigma_{i}=1\right\}$.

Lemma 3.4. Let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be an outer trace form u,ith $\sigma_{0}=1, b_{0} \neq 0$. Then there exists a right truncation $\tilde{T}(x)=\alpha x \bar{b}_{0}$ of $T(x)$ vilth $\bar{b}_{0} \in R \backslash 0$ and $\alpha=\Sigma^{\prime} a_{i} c_{i}$. Here $c_{i} \in C, c_{0}=1$ and the sum is over $\left\{i \mid \sigma_{i}=1\right\}$.

Finally we show that outer trace forms are nontrivial.

Lemma 3.5. Let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be an outer trace form with $\sigma_{0}=1$ and let I be a nonzero ideal of $R$. Suppose that either $b_{0} \neq 0$ and $\left\{a_{i} \mid \sigma_{i}=1\right\}$ is C-linearly indeperident or $a_{0} \neq 0$ and $\left\{b_{i} \mid \sigma_{i}=1\right\}$ is C-linearly independent. Then $T(I) \neq 0$.

Proof. If $T(I)=0$, then certainly $\tilde{T}(I)=0$ for any right or left truncation $\tilde{T}$ of $T$. In particular if $b_{0} \neq 0$ and $\tilde{T}=\alpha x \tilde{b}_{0}$ is given as in Lemma 3.4, this yields $\alpha I \bar{b}_{0}=0$. But $\bar{b}_{0} \neq 0$ so we must have $0=\alpha=\Sigma^{\prime} a_{i} c_{i}$ and these $a_{i}$ 's are $C$-linearly dependent since $c_{0}=1$. Similarly if $a_{0} \neq 0$, the result follows from Lemma 3.3.

## 4. Properties of the fixed ring

We assume throughout that $G$ is an M-group of automorphisms of $R$ and that $B \subseteq Q$ is the algebra of the group. The results here are almost immediate applications of the existence and truncation properties of trace forms.

Proposition 4.1. $\mathbb{C}_{Q}\left(R^{G}\right)=B$.
Proof. Certainly $\mathbb{C}_{Q}\left(R^{G}\right) \supseteq B$ since $B$ is spanned by elements which induce the $X$ inner automorphisms of $G$. We consider the reverse inclusion. Let $\beta \in \mathbb{C}_{Q}\left(R^{G}\right)$.

Lei $e$ be a primitive idempotent of $B$ and let $I$ and $\tau(x)=\sum a_{i g} x^{g} b_{i g}$ be as in Lemmas 2.4 and 2.5. Furthermore for $g=1$, we can assume that the $C$-basis $\left\{a_{i 1}\right\}$ is ciosen compatibly with the decomposition $B=e B \oplus(1-e) B$. Note that $\tau(I) \subseteq R^{G}$.

Since $\beta e \in \mathbb{C}_{Q}\left(R^{G}\right)$, if $T(x)$ is defined by

$$
T(x)=\beta e \tau(x)-\tau(x) \beta e,
$$

then $T$ vanishes on $I$. Furthermore in the expression $\operatorname{\beta e\tau }(x)$ we can delete all those $a_{i 1}$ in $(1-e) B$ and we use $\Sigma^{\prime}$ to denote such a deleted sum. By Lemma 3.5 the left hand coefficients of

$$
T(x)=\sum^{\prime} \beta e a_{i g} x^{g} b_{i g}-\sum a_{i g} x^{g} b_{i g} \beta e
$$

corresponding to $g=1$ are $C$-linearly dependent. Thus there exist $c_{i}, d_{i} \in C$, not all zero, with

$$
\beta e \sum^{\prime} c_{i} a_{i 1}=\sum d_{i} a_{i 1}
$$

Note that those $a_{i 1}$ in the left hand sum belong to $e B$ and thus $\beta \alpha=\sum d_{i} a_{i 1}$ where $\alpha=\Sigma^{\prime} c_{i} a_{i 1}$ is necessarily a nonzero element of $e B$. Since $e$ is primitive and $B$ is semisimple, $e \in \alpha B$ and we conclude immediately that $\beta e \in B$.

Finally if $1=e_{1}+\cdots+e_{n}$ is a decomposition of 1 into orthogonal primitive idempotents of $B$, then since $\beta e_{i} \in B$ for all $i$ we have $\beta \in B$.

As a second application we have
Lemma 4.2. Let $q, q^{\prime}$ be nonzero elements of $Q$, let $\sigma \in \mathrm{Aut} R$ and suppose that

$$
q^{\prime} r=r^{\sigma} q \quad \text { for all } r \in R^{G}
$$

Then $\sigma \in g(\operatorname{Inn} R)$ for some $g \in G$.
Proof. Let $I$ and $\tau(x)=\sum a_{i g} x^{g} b_{i g}$ be as in Lemmas 2.4 and 2.5 and assume that $a_{11}=1$. If $T(x)$ is defined by

$$
T(x)=q^{\prime} \tau(x)-\tau(x)^{\sigma} q=\sum q^{\prime} a_{i g} x^{g} b_{i g}-\sum a_{i g}^{\sigma} x^{g \sigma} b_{i g}^{\sigma} q,
$$

then $T$ vanishes on $I$ since $\tau(I) \subseteq R^{G}$.
If $\sigma \notin g^{-1}$ (Inn $R$ ) for any $g$ above, then the only X-inner automorphisms in $T(x)$ occur when $g=1$ and in the first sum. However $\left\{b_{i 1}\right\}$ is $C$-linearly independent and $q^{\prime} a_{11}=q^{\prime} \neq 0$ so this contradicts Lemma 3.5. Thus $c \in g^{-1}(\operatorname{Inn} R)$ for some $g \in G$.

If $S$ is a subring of $R$, let

$$
\mathscr{G}(R / S)=\{\sigma \in \text { Aut } R \mid \sigma \text { centralizes } S\} .
$$

We can now quickly prove Theorem $\mathbf{A}$.
Theorem 4.3. Let $G$ be an $N$-group. Then $\mathscr{G}\left(R / R^{G}\right)=G$.
Proof. Certainly $\mathscr{G}\left(R / R^{G}\right) \supseteq G$. Converseiy, if $\sigma \in \mathscr{G}\left(R / R^{G}\right)$, then $r^{\sigma}=r$ for all $r \in R^{G}$ so, by Lemma 4.2, we have $\sigma g^{-1} \in \operatorname{Inn} R$ for some $g \in G$. If $\sigma g^{-1}$ is the automorphism induced by $q \in Q$, then $q$ clearly centralizes $R^{G}$ and hence $q \in B$ by Proposition 4.1. Since $G$ is an N -group, the inner automorphism induced by $q \in B$ is also contained in $G$ and hence $\sigma \in G$.

We now consider certain ideals of $R$ and $R^{G}$. Observe that $G$ acts as automorphisms on $B$ and hence $G$ permutes the finitely many centrally primitive idempotents of $B$. If $f$ is the sum of the idempotents in a $G$-orbit, then $f$ is certainly a central idempotent and we say $f$ is $G$-centrally primitive. Since $B$ is semisimple, it is clear that $f B$ is a $G$-simple ideal of $B$.

The following two results are a strengthened version of the fact that every'nonzero ideal of $R$ meets $R^{G}$ nontrivially.

Lemma 4.4. Let $\tau$ be any trace form given by Lemma 2.4 and let $J$ be a nonzero ideal of $R$. Then for all $q \in Q \backslash 0$ we have $\tau(J) q \neq 0$ and $q \tau(J) \neq 0$. Thus if $\tau(J) \subseteq R$, then $\tau(J)$ is an essential two-sided ideal of $R^{G}$.

Proof. By assumption, $\tau(x)=\sum a_{i g} x^{g} b_{i g}$ with both $\left\{a_{i 1}\right\}$ and $\left\{b_{i 1}\right\}$ bases of $B$. Thus for some $i, b_{i 1} q \neq 0$ and it follows from Lemma 3.4 that the trace form $T(x)=\tau(x) q$ does not vanish on $J$. Similarly $q \tau(x)$ does not vanish on $J$. Finally since $a_{i g}, b_{t j} \in B$ and $g \in G$, it is clear that $\tau$ is an $\left(R^{G}, R^{G}\right)$-bimodule homomorphism. Thus $\tau(J)$ is an ( $R^{G}, R^{G}$ )-bimodule. In particular, if $\tau(J) \subseteq R$, then $\tau(J)$ is a two-sided ideal of $R^{G}$ by Lemma 2.4. Furthermore it is essential, as a right or left ideal, since its left and right annihilators in $R^{G}$ are zero.

Proposition 4.5. Let $I$ be a nonzero ideal of $R$.
(i) If $q \in Q \backslash 0$, then $\left(I \cap R^{G}\right) q \neq 0$ and $q\left(I \cap R^{G}\right) \neq 0$.
(ii) If $f$ is $a$-centrally primitive idempotent of $B$, then there exisis $r \in I \cap R^{G}$ with $r=r f \neq 0$.
(iii) There exists $r \in I \cap R^{G}$ with $\operatorname{ann}_{B}(r)=0$.

Proof. (i) By Lemmas 2.4 and 2.5 there is a trace form $\tau(x)=\sum a_{i g} x^{2} b_{i g}$ and a nonzero ideal $J \subseteq I$ with $\tau(J) \subseteq I \cap R^{G}$. Now apply Lemma 4.4.
(ii) By Lemma 1.2 there exists a nonzero ideal $K$ of $R$ with $K f \subseteq R$ so (IK)f؟I. Since $I K \neq 0$ we conclude from (i) above that for some $s \in I K \cap R^{G}$ we have
$r=s f \neq 0$. Observe that $r=r f \neq 0$ and that $r \in I K f \subseteq I$. Finally since both $s$ and $f$ are centralized by $G$, we see that $r=s f$ is also fixed by $G$.
(iii) Let $f_{1}, f_{2}, \ldots, f_{k}$ be all the $G$-centrally primitive idempotents of $B$ and, by (ii) above, we choose for each $i$ an element $r_{i} \in I \cap R^{G}$ with $r_{i}=r_{i} f_{i} \neq 0$. Note that for $i \neq j, r_{i} f_{j}=r_{i} f_{i} f_{j}=0$. Thus if $r=\sum_{1}^{k} r_{i}$, then $r \in I \cap R^{G}$ and $r f_{j}=r_{j} f_{j} \neq 0$. But then $\operatorname{ann}_{B}(r)$ is a $G$-invariant two sided ideal of $B$ containing no $G$-centrally primitive idempotent and this clearly implies that $\operatorname{ann}_{B}(r)=0$.

As was pointed out in Section 2, nontrivial trace forms exist under more general circumstances than $B$ being semisimple. In particular, the following result, where $B$ is merely assumed to be finite dimensional over $C$, is easily proved using Lemma 2.3 and the above arguments.

Lemma 4.6. Suppose only that there exists a nontrivial B-module homomorphism $\theta: B^{*} \rightarrow B$. If $I$ is any nonzero ideal of $R$, then $I \cap R^{G} \neq 0$.

## 5. The bimodule property

We start by considering another important property of $R^{G}$, namely the bimodule property. This is stated formally in the following few results. Informally it asserts that if $M$ is an $\left(R, R^{G}\right)$-subbimodule of $Q$, then $M \supseteq I e$ for some nonzero ideal $I$ of $R$ and for $e$ an idempotent of $B$ which is as large as possible. Again $G$ is assumed to be an $M$-group with $B$ the algebra of the group.

Lemma 5.1. Let $M$ be an $\left(R, R^{G}\right)$-subbimodule of $Q$ and let $e$ be an idempotent of $B$ with $M e \neq 0$. Then there exists $b \in B$ and a nonzero ideal $J$ of $R$ with $J b \subseteq M$ and $b e \neq 0$.

Proof. Let $I$ and the trace form $\tau(x)=\sum_{i, g} a_{i g} x^{g} b_{i g}$ be given by Lemmas 2.4 and 2.5. Furthermore assume that for $g=1$, the basis $\left\{a_{i 1}\right\}$ is chosen compatibly with the decomposition $B=e B \oplus(1-e) B$ with $a_{11}=e$. Note that $e \neq 0$ since $M e \neq 0$. Then by Lemma 2.4 again, for $g=1$ the basis $\left\{b_{i 1}\right\}$ is compatible with $B=B e \oplus B(1-e)$ and $b_{11} \in B e$.
By assumption there exists $m \in M$ with $0 \neq m e=m a_{11}$. We now consider $T(x)=m \tau(x)$. Since $\tau(I) \subseteq R^{G}$ and $M$ is a right $R^{G}$-module, it follows that $T(I) \subseteq M$. Moreover, since $M$ is a left $R$-module, we then see that any left truncation

$$
\tilde{T}(x)=\sum_{k} r_{k} T\left(s_{k} x\right)
$$

also satisfies $\tilde{T}(I) \subseteq M$. In particular, if $\tilde{T}$ is as given in Lemma 3.3, based on the 1,1 -coefficient $m a_{11} \neq 0$, then we have for some $a \in R, a \neq 0$

$$
a I \beta=\tilde{T}(I) \subseteq M .
$$

Here $\beta=\sum_{i i} b_{i 1} c_{i} \in B$ with $c_{i} \in C, c_{1}=1$. Note that $a I \neq 0$ since $R$ is prime. Furthermore since $\left\{b_{i 1}\right\}$ is compatible with the decomposition $B=B e \oplus B(1-e)$ and $b_{11} \in B e, c_{1}=1$ it is clear that $\beta e \neq 0$. Finally since $R M \subseteq M$ we have ( $R a I$ ) $\beta \subseteq M$ and the result follows.

We now obtain the bimodule property.
Proposition 5.2. Let $M$ be an $\left(R, R^{G}\right)$-subbimodule of $Q$ and let $\mathrm{r}_{B}(M)=(1-e) B$ for some idempotent e of $B$. Then there exists a nonzero ideal II of $R$ with $M \supseteq I e$.

Proof. Since $\mathrm{r}_{B}(M)$ is a right ideal of $B$, it is generated by aa idempotent which we write as $1-e$.
Now let $K$ be the set of all elements $b \in B$ such that $J b \subseteq M$ for some nonzero ideal $J$ of $R$ depending upon $b$. We claim that $K$ is a left ideal of $B$. Indeed it is surely closed under addition. Furthermore let $b \in K$ with $J b \subseteq M$ and let $b^{\prime} \in B$. Then there exists a nonzero ideal $J^{\prime}$ of $R$ with $J^{\prime} b^{\prime} \subseteq R$ and then ( $J^{\prime}$ ) $\left(b^{\prime} b\right) \subseteq J b \subseteq M$, so $b^{\prime} b \in K$. Observe that for any $b \in K, J b \subseteq M$ implies that $J b(1-e)=0$ and hence $b(1-e)=0$. Thus we conclude that $K \subseteq B e$ and the goal is to show that we have equality here.

To obtain the reverse inclusion, note that $K=B f$ for some idempotent $f$. If $M(1-f) \neq 0$, then by Lemma 5.1 applied to the idempotent $1-f$, there exists $b \in K$ with $b(1-f) \neq 0$ and this is certainly a contradiction. Thus $1-f \in \mathrm{r}_{B}(M)=(1-e) B$, so $e(1-f)=0$. Hence $e=e f$ and $K=B f \supseteq(B e) f=B e$. Since $e \in B e$, the proposition is proved.

The analogous result for ( $R^{G}, R$ )-bimodules holds with an almost identical proof. Indeed in the analog of Lemma 5.1 we merely use right truncation of the trace form $T(x)=\tau(x) m$ and then apply Lemma 3.4. For Proposition 5.3, $K$ is of course defined as the set of $b \in B$ with $b J \subseteq M$. Here to show that $K$ is a right ideal of $B$ we require the additional observation, from Lemma 1.2, that if $b^{\prime} \in B$, then $b^{\prime} J^{\prime} \subseteq R$ for some nonzero ideal $J^{\prime}$ of $R$. We then have

Proposition 5.3. Let $M$ be an $\left(R^{G}, R\right)$-subbimodule of $Q$ and let $l_{B}(M)=B(1-e)$ for some idempotent e of $B$. Then there exists a nonzero ideal I of $R$ with $M \supseteq e I$.

We will view the conclusions of the above two propositions as saying that $R^{G}$ satisfies the bimodule properties with respect to $B$. Here of course $B=\mathbb{C}_{\varrho}\left(R^{G}\right)$ by Proposition 4.1.

Now let $S$ be a subring of $R$ with $S \supseteq R^{G}$. Then we recall that the Galois idempotent condition for $S$ is given by
[Gi] Let $e$ be an idempotent of $B$ with $e S(1-e)=0$. Then there exists an idempotent $f \in Z=\mathbb{C}_{Q}(S)$ with $B e=B f$.

As we now see, this condition is intimately related to $S$ satisfying the bimodule property with respect to $Z=\mathbb{C}_{Q}(S)$. First we have

Lemma 5.4. Let $H$ be an $M$-subgroup of $G$. Then $S=R^{H}$ satisfies [GI].
Proof. Let $e \in B$ be an idempotent with $e R^{H}(1-e)=0$ and set $M=\operatorname{ReR}^{H}$ so that $M$ is an $\left(R, R^{H}\right)$-subbimodule of $Q$. By Proposition 5.2, $R^{H}$ satisfies the bimodule condition with respect to $Z=\mathbb{C}_{Q}\left(R^{H}\right)$. Thus there exists an idempotent $f \in Z$ with $\mathrm{r}_{Z}(M)=(1-f) Z$ and $M \supseteq I f$ for some nonzero ideal $I$ of $R$. Now $M(1-f)=0$ and $e \in M$ implies that $e(1-f)=0$ so $e=e f$ and $B e \subseteq B f$. On the other hand, $e R^{H}(1-e)=0$ implies that $I f(1-e) \subseteq M(1-e)=0$. Thus $f(1-e)=0$ so $f=f e$ and $B f \subseteq B e$.

The next two results show conversely that [GI] implies the bimodule property. Here we do not need to assume that $Z$ is semisimple.

Lemma 5.5. Let $S$ be a subring of $R$ sontaining $R^{G}$ and suppose that $S$ satisfies [GI]. If $M$ is an $(R, S)$-subbimodule of $Q$, then there exists an idempotent $f \in Z=$ $\mathbb{C}_{Q}(S)$ with $r_{Z}(M)=(1-f) Z$. Furthermore for any such $f$, there exists a nonzero ideal $I$ of $R$ with $M \supseteq I f$.

Proof. Since $S \supseteq R^{G}, M$ is also an $\left(R, R^{G}\right)$-bimodule. Thus by Proposition 5.2 there exists an idempotent $e \in B$ with $\mathrm{r}_{B}(M)=(1-e) B$ and $I e \subseteq M$. But $M$ is a right $S$ module and $M(1-e)=0$ so $I e S \subseteq M$ and $I e S(1-e)=0$. Thus $e S(1-e)=0$ and by condition [GI] there exists an idempotent $f \in Z$ with $B e=B f$. Hence also $(1-e) B=$ $(1-f) B$ and therefore

$$
\mathrm{r}_{Z}(M)=\mathrm{r}_{B}(M) \cap Z=(1-f) B \cap Z=(1-f) Z .
$$

Now let $f^{\prime}$ be any idempotent of $Z$ with $r_{Z}(M)=\left(1-f^{\prime}\right) Z$. Then $\left(1-f^{\prime}\right) Z=$ $(1-f) Z$ so

$$
\left(1-f^{\prime}\right) B=(1-f) B=(1-e) B=\mathrm{r}_{B}(M)
$$

and by Proposition 5.2 applied to $f^{\prime}$ we have $J f^{\prime} \subseteq M$ for some nonzero ideal $J$ of $R$.
The ( $S, R$ )-bimodule analog follows similarly. Indeed we merely apply [GI] with $e$ replaced by $1-e$ and we denote the resulting idempotent in $Z$ by $1-f$. We then obtain

Lemma 5.6. Let $S$ be a subring of $R$ containing $R^{G}$ and suppose that $S$ satisfies [GI]. If $M$ is an $(S, R)$-subbimoduie of $Q$, then there exists an idempotent $f \in Z=$ $\mathbb{C}_{Q}(S)$ with $l_{Z}(M)=Z(1-f)$. Furthermore for any such $f$ there exists a nonzero ideal I of $R$ with $M \supseteq f I$.

Finally it is interesting to observe that [GI] implies a weakened version of semisimplicity for $Z$.

Lemma 5.7. Let $S$ be a subring of $R$ containing $R^{G}$ and suppose that $S$ satisfies [GI]. Then $Z=\mathbb{C}_{Q}(S)$ is a p.p.r. (that is, all principal ideals of $Z$ are projective). Furthermore $S$ is semiprime.

Proof. Let $a \in Z$ and observe that $M=R a$ is an $(R, S)$-subbimodule of $Q$. Thus by Lemma 5.5, $\mathrm{r}_{Z}(M)=(1-f) Z$ for some idempotent $f$ of $Z$. Therefore $\mathrm{r}_{Z}(a)=$ ( $1-f$ ) $Z$ and we have $a Z \simeq Z / \mathrm{r}_{Z}(a) \simeq f Z$, so $a Z$ is projective. Similarly using Lemma 5.6 we see that $Z a$ is projective.

Now let $N$ be an ideal of $S$ of square zero. Then $N R$ is an $(S, R)$-bimodule so, by Lemma $5.6, l_{Z}(N R)=Z(1-f)$ and $N R \supseteq f I$ for some nonzero ideal $I$ of $R$. But $N^{2}=0$, so $N f I=0$ and hence $N f=0$. Since $f \in Z$ commutes with $N$ we obtain $(1-f) N=0$ and $f N=0$, so $N=0$ and $S$ is semiprime.

## 6. Bimodule truncation and homogeneity

It is again necessary to consider the truncation of trace forms. Let $S$ be a subring of $R$ and let

$$
T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}
$$

be a trace form with $a_{i}, \dot{v}_{i} \in Q$ and $\sigma_{i} \in$ Aut $R$. If $r_{k} \in R, s_{k} \in S$, then

$$
\tilde{T}(x)=\sum_{k} T\left(x r_{k}\right) s_{k}
$$

is called a (right) $(R, S)$-truncation of $T$. Notice that

$$
\tilde{T}(x)=\sum_{i} a_{i} x^{\sigma_{i}} \tilde{b_{i}} \quad \text { with } \quad \tilde{b}_{i}=\sum_{k} r_{k}^{\sigma_{i}} b_{i} s_{k}
$$

For convenience we let the support of $T$ be given by $\operatorname{Supp} T=\left\{i \mid b_{i} \neq 0\right\}$. Then clearly Supp $\tilde{T} \subseteq \operatorname{Supp} T$.

In order to effect this truncation, we must be able to deal with certain identities satisfied by $S$. For example, if $e$ is an idempotent of $B$ then the condition [GI] enables us to handie identities of the form

$$
e s=e s e \quad \text { for all } s \in S
$$

On the other hand, automorphisms are handled by the Galois homogeneity condition for $S$ which is given by
[GH] $\quad$ Suppose $b \in B \backslash 0, g \in G$ and $b s=s^{g} b$ for all $s \in S$. Then $g=h g_{0}$ where $h$ centralizes $S$ and $g_{0} \in G \cap \operatorname{Inn} R$.

Lemma 6.1. Let $H$ be an $M$-subgroup of $G$. Then $S=R^{H}$ satisfies [GH].
Proof. Suppose $b$ and $g$ are as above and apply Lemma 4.2 with $q=q^{\prime}=b, \sigma=g$ and $G=H$. Then by that lemma, $g=h w$ for some $h \in H$ and $w \in \operatorname{Inn} R$. But $g, h \in G$ so we conclude finally that $w \in G \cap \operatorname{Inn} R$.

We now proceed with the truncation. The hypothesis (i) below on the elements $\sigma_{i}$ clearly replaces the outer hypothesis considered in Section 3.

Lemma 6.2. Suppose that $S$ is a subring of $R$ containing $R^{G}$ and satisfying [GH] and [GI]. We set $H=G \cap \mathscr{G}(R / S)$ and $Z=\mathbb{C}_{B}(S)$. Now let $T(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}$ be a trace form with $b_{0} \neq 0, \sigma_{0}=1$ and assume that for each $i$
(i) $\sigma_{i} \in G$ and if $\sigma_{i} \in H(G \cap \operatorname{Inn} R)$, then $\sigma_{i} \in H$.
(ii) $b_{i} \in Q f_{i}$ for some primitive idempotent $f_{i}$ of $Z$.

Then there exists a nonzero ideal $J$ of $R$ and a trace form $\bar{T}(x)=\sum_{i} a_{i} x^{\sigma_{i}} z_{i}$ such that $\bar{T}(x j)$ is an $(R, S)$-truncation of $T$ for all $j \in J$. Furthermore $z_{i} \in Z f_{i}, z_{0}=f_{0}$ and if $z_{i} \neq 0$, then $\sigma_{i} \in H$. Finally if $j \in J$ and $j f_{0} \in J$, then $\bar{T}\left(x j f_{0}\right)=\bar{T}(x j)$.

Proof. We follow the right analog of the argument in Lemma 3.1. Again the $a_{i}$ 's merely play the role of place holders. Thus the ideal $J$ and the elements $z_{i} \in Z$ will depend only on the $b_{i}$ 's and $\sigma_{i}$ 's. Note that $S \supseteq R^{G}$ satisfies [GI]. Thus by Lemmas 5.5 and $5.6, S$ satisfies the bimodule condition with respect to $Z$. We will freely use this fact throughout the remainder of the proof.

Suppose

$$
\tilde{T}(x)=\sum T\left(x r_{k}\right) s_{k}=\sum_{i} a_{i} x^{\sigma_{i}} \tilde{b_{i}}
$$

is any truncation of $T$. Then $\tilde{b}_{i}=\sum_{k} r_{k}^{\sigma_{i}} b_{i} s_{k}$. But $b_{i} \in Q f_{i}$ by (ii) and $f_{i} \in Z$ centralizes $S$ so we conclude immediately that $\bar{b}_{i} \in Q f_{i}$. In other words, hypothesis (ii) is inherited by all truncations of $T$.

For each $i$ there exists a nonzero ideal $L_{i}$ of $R$ with $L_{i} b_{i} \subseteq R$. Thus, if $L=$ $\bigcap_{i} L_{i}^{\sigma_{i}^{-1}} \neq 0$, then $L^{\sigma_{i}} b_{i} \subseteq R$ for all $i$. Furthermore $L b_{0} \neq 0$. Thus, if $r \in L$ is chosen with $r b_{0} \neq 0$, then $T(x r)$ is a truncation $\tilde{T}$ of $T$ with all $\tilde{b_{i}} \in R$ and $\tilde{b}_{0} \neq 0$. We can now assume that $T$ has this property.

Let $\tilde{T}$ be an $(R, S)$-truncation of $T$ of minimal support size subject to $\tilde{b_{0}} \neq 0$. We apply the bimodule condition to $M=R \tilde{b}_{0} S \neq 0$. Since $\tilde{b}_{0} \in Q f_{0}$ we have $M\left(1-f_{0}\right)=0$. But $f_{0}$ is a primitive idempotent of $Z$, so $\left(1-f_{0}\right) Z$ is maximal among right ideals of $Z$ generated by idempotents. Thus $\mathrm{r}_{Z}(M)=\left(1-f_{0}\right) Z$ and $M \supseteq J f_{0}$ for some nonzero ideal $J$ of $R$.

Suppose $T^{\prime}(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}^{\prime}$ is another truncation of $T$ with Supp $T^{\prime}<\operatorname{Supp} \tilde{T}$. Then by definition we have $b_{0}^{\prime}==0$. We claim that $b_{i}^{\prime}=0$ for all $i$. To this end, assume by way of contradiction that some $b_{n}^{\prime} \neq 0$. As above, we apply the bimodule condition to $M^{\prime}=R b_{n}^{\prime} S$ and conclude that $M^{\prime} \supseteq K f_{n}$ for some nonzero ideal $K$ of $R$. Observe that by Propostion 4.5(iii), there exists $t \in K \cap R^{G} \subseteq K \cap S$ with $\operatorname{ann}_{B}(t)=0$.

Since $t f_{n} \in M^{\prime}$, we can now further truncate $T^{\prime}$ and assume that $b_{n}^{\prime}=t f_{m} \neq 0$. Of course we still have $b_{0}^{\prime}=0$.

Note that $f_{0} t \neq 0$ implies that $J f_{0} t \neq 0$ and hence $M t \neq 0$. Thus there exists $s \in S$ with $\tilde{b}_{0} s t \neq 0$. With this $s$, we consider

$$
\begin{aligned}
T^{\prime \prime}(x) & =\tilde{T}(x) s t-T^{\prime}\left(x\left(\tilde{b}_{n} s\right)^{\sigma_{n}{ }^{1}}\right) \\
& =\sum_{i} a_{i} x^{\sigma_{i}}\left(\tilde{b_{i}} s t-\left(\tilde{b_{n}} s\right)^{\sigma_{n}^{-1} \sigma_{i}} b_{i}^{\prime}\right) \\
& =\sum_{i} a_{i} x^{\sigma_{i}} b_{i}^{\prime \prime} .
\end{aligned}
$$

Since Supp $T^{\prime} \subseteq \operatorname{Supp} \tilde{T}$ we have $\operatorname{Supp} T^{\prime \prime} \subseteq \operatorname{Supp} \tilde{T}$. Furthermore at $i=n$,

$$
b_{n}^{\prime \prime}=\tilde{b}_{n} s t-\tilde{b}_{n} s b_{n}^{\prime}=\tilde{b}_{n} s t-\tilde{b}_{n} s t f_{n}=0
$$

since $f_{n}$ commutes with st and $\tilde{b}_{n} \tilde{f}_{n}=\tilde{b}_{n}$. On the other hand, at $i=0$, since $b_{0}^{\prime}=0$ we have

$$
b_{0}^{\prime \prime}=\tilde{b}_{0} s t \neq 0
$$

by the choice of $s$. But then Supp $T^{\prime \prime}<\operatorname{Supp} \tilde{T}$, since $b_{n}^{\prime \prime}=0$, and $b_{0}^{\prime \prime} \neq 0$, so this contradicts the definition of $\tilde{T}$. We have therefore shown that if $T^{\prime}$ is any $(R, S)$ truncation of $T$ with $\operatorname{Supp} T^{\prime}<\operatorname{Supp} \tilde{T}$, then $\operatorname{Supp} T^{\prime}=\emptyset$.

Recall that $M=R \tilde{b}_{0} S \subseteq J f_{0}$ for some nonzero ideal $J$ of $R$. Thus for each $j \in J$ there exists a truncation $T_{j}^{\prime}(x)$ of $\tilde{T}$ with

$$
T_{j}^{\prime}(x)=\sum_{i} a_{i} x^{\sigma_{i}} b_{i}^{\prime}(j)
$$

and $b_{0}^{\prime}(j)=j f_{0}$. In fact $T_{j}^{\prime}$ is unique since if $T_{j}^{\prime}$ and $T_{j}^{\prime \prime}$ are two truncations of $\bar{T}$ with the same 0 -coefficient $j f_{0}$, then $T_{j}^{\prime}-T_{j}^{\prime \prime}$ is a truncation of $T$ with smaller support than that of $\tilde{T}$. By the above, all right hand coefficients of $T_{j}^{\prime}-T_{j}^{\prime \prime}$ must therefore be zero and hence $T_{j}^{\prime}=T_{j}^{\prime \prime}$.

Thus for each $i, b_{i}^{\prime}: J \rightarrow R$ is a well-defined function. It is surely additive but it is not a left $R$-module homomorphism. Indeed by comparing $T_{j}^{\prime}(x r)$ and $T_{r j}^{\prime}(x)$ we see that

$$
b_{i}^{\prime}(r j)=r^{\sigma_{i}} b_{i}^{\prime}(j)
$$

But then the composite map $\left(b_{i}^{\prime}\right)^{\sigma_{i}^{-1}}: J \rightarrow R$ is an $R$-module homomorphism and hence represents an element $q_{i} \in Q$. Therefore for all $j \in J$ we have $\left(b_{i}^{\prime}\right)^{\sigma_{i}}{ }^{\prime}(j)=j q_{i}$, so

$$
b_{i}^{\prime}(j)=j^{\sigma_{i}} q_{i}^{\sigma_{i}}=j^{\sigma_{i}} z_{i}
$$

where we have set $z_{i}=q_{i}^{\sigma_{i}} \in Q$. Observe that $z_{0}=f_{0}$ since $b_{0}^{\prime}(j)=j f_{0}$ by assumption. Furthermore, if $\bar{T}(x)$ is defined by $\bar{T}(x)=\sum_{i} a_{i} x^{\sigma_{i}} z_{i}$, then for all $j \in J$

$$
\bar{T}(x j)=\sum a_{i} x^{\sigma_{i} j}{ }^{\sigma_{i}} z_{i}=T_{j}^{\prime}(x)
$$

is a truncation of $T$.

We note that, if $j \in J$ and $j f_{0} \in J$, then $T_{j}^{\prime}(x)$ and $T_{j f_{0}}^{\prime}(x)$ have the same 0 -coefficient $j f_{0}$. Therefore these trace forms are identical and hence we have $T\left(x j f_{0}\right)=T(x j)$.

It remains to study $T(x)$. Let $s \in S$. Then by comparing $T_{j}^{\prime}(x) s$ and $T_{j s}^{\prime}(x)$, using $j f_{0} s=j s J_{0}$, we obtain

$$
j^{\sigma_{i}} z_{i} s=(j s)^{\sigma_{i}} z_{i}=j^{\sigma_{i}} s^{\sigma_{i}} z_{i} .
$$

Since this holds for all $j \in J$, we then have

$$
z_{i} s=s^{\sigma_{i}} z_{i} \text { for all } s \in S .
$$

Observe that $S \supseteq R^{G}$ and $\sigma_{i} \in G$ so we have $z_{i} \in \mathbb{C}_{Q}\left(R^{G}\right)=B$ by Proposition 4.1.
If $z_{i}=0$, then surely $z_{i} \in Z f_{i}$. Now suppose $z_{i} \neq 0$. Then since $S$ satisfies the Galois homogeneity condition [GH] we conclude from the above identity that $\sigma_{i} \in H(G \cap \operatorname{Inn} R)$. Thus by hypothesis (i), this implies that $\sigma_{i} \in H$. Hence $s=s^{\sigma_{i}}$ and then $z_{i} \in \mathbb{C}_{B}(S)=Z$. Finally $J^{\sigma_{i}} z_{i} \subseteq Q f_{i}$ implies that $J^{\sigma_{i}} z_{i}\left(1-f_{i}\right)=0$, so $z_{i}\left(1-f_{i}\right)=0$ and we conclude that $z_{i}=z_{i} f_{i} \in Z f_{i}$. This completes the proof.

## 7. Galois subrings

In this section, we obtain necessary and sufficient conditions for an intermediate ring to be a Galois subring. Again $R$ is prime and $G$ is an M-group of automorphisms with $G_{0}=G \cap \operatorname{Inn} R$. We start by constructing a convenient trace form.

Lemma 7.1. Let $S \supseteq R^{G}$ and set $Z=\mathbb{C}_{B}(S)$ and $H=\{g \in G \mid g$ fixes $S\}=G \cap \mathscr{G}(R / S)$. If $f$ is a primitive ic'ompotent of $Z$, then there exists a trace form $\tau(x)=\sum_{i} a_{i} x^{g_{i}} b_{i}$, a nonzero ideal $I$ of $R$ and a transversal $\Lambda$ for $G_{0}$ in $G$ with the following properties.
(i) $b_{0}=f, g_{0}=1, \tau(I) \subseteq R^{G}$.
(ii) For all $i, g_{i} \in \Lambda$ and $b_{i} \in Q f_{i}$ for some primitive idempotent $f_{i}$ of $Z$.
(iii) If $g_{i} \in H G_{0}$, then $g_{i} \in H$.
(iv) If $g \in A$, then $\left\{a_{i} \mid g_{i}=g\right\}$ is a $C$-basis for $B$.

Proof. We can clearly choose a transversal $\Lambda$ for $G_{0}$ in $G$ with $1 \in \Lambda$ and $\Lambda \cap G_{0} H \subseteq H$. For this $\Lambda$, let $\tau(x)=\sum_{i, g} a_{i g} x^{g} b_{i g}$ and $I$ be given by Lemmas 2.4 and 2.5. Then certainly (iii) and (iv) are satisfied for this $\tau$ and we have $\tau(I) \subseteq R^{G}$. It remains to suitably rnodify the elements $b_{i g}$.

Let $f_{1}+f_{2}+\cdots+f_{k}=1$ be a decomposition of 1 into orthogonal primitive idempotents of $Z$ with $f_{1}=f$ and let $\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$ be a $C$-basis for $B$ compatible with $B=B f_{1} \oplus B f_{2} \oplus \cdots \oplus B f_{k}$. Furthermore assume that $d_{1}=f_{1}=f$. Thus each $d_{i} \in Q f_{i^{\prime}}$ for some $i^{\prime} \in\{1,2, \ldots, k\}$. Now fix $g \in \Lambda$. Since $\left\{b_{i g} \mid i\right\}$ is a $C$-basis for $B$, we can write $b_{i g}=\sum_{i} c_{i j} a_{j}^{\prime}$ with the $C$-matrix $\left[c_{i j}\right]$ nonsingular. Since $C$ is central in $Q$, we
observe that for any $x \in Q$

$$
\begin{aligned}
\sum_{i} a_{i g} x^{g} b_{i g} & =\sum_{i} a_{i g} x^{g}\left(\sum_{j} c_{i j} d_{j}\right) \\
& =\sum_{j}\left(\sum_{i} a_{i g} c_{i j}\right) x^{g} d_{j}=\sum_{j} a_{j g}^{\prime} x^{g} d_{j}
\end{aligned}
$$

where $a_{j g}^{\prime}=\sum_{i} a_{i g} c_{i j}$. But $\left[c_{i j}\right]$ is nonsingular so $\left\{a_{j g}^{\prime} \mid j\right\}$ is also a $C$-basis for $B$.
Finally by making this basis change for each $g \in \Lambda$, we obtain a trace form $\tau^{\prime}(x)=\sum_{j, g} a_{j g}^{\prime} x^{g} d_{j}$ with all the necessary properties. The result follows by relabeling the index of summation.

We now come to a key ingredient in characterizing Galois subrings.

Lemma 7.2. Let $G$ be an $N$-group of automorphisms of the prime ring $\mathbb{R}$ and let $R \supseteq S \supseteq R^{G}$ with $S$ satisfying [GI] and [GH]. Assume in addition that $Z=\mathbb{C}_{B}(S)$ is spanned by units and set $H=\mathscr{G}(R / S)$. Then $Z$ is the algebra of the group of $H$. Furthermore $S$ has an ideal $K$ which is a right ideal of $R^{H}$ with $l_{Q}(K)=r_{Q}(K)=0$ and witn $K R$ and $R K$ containing nonzero ideals of $R$.

Proof. Clearly $R^{H} \supseteq S$ and, in view of Theorem 4.3, $H \subseteq G$.
Let $f$ be a primitive idempotent of $Z=\mathbb{C}_{B}(S)$. We first show that there exists a right ideal $\bar{K}$ of $R^{H}$ with $\bar{K} \subseteq S$ and $\bar{K} f \neq 0$. To this end, let $\tau(x)$ and $I$ be given by the preceding lemma. Since $S$ satisfies [GI] and [GH] we can apply Lemma 6.2 to this trace form. Thus there exists

$$
\bar{T}(x)=\sum_{i} a_{i} x^{g_{i}} z_{i}
$$

as described in that lemma and a nonzero ideal $J$ of $R$ such that, for each $j \in J, \bar{T}(x j)$ is an ( $R, S$ )-truncation of $\tau$. Set $\bar{K}=\bar{T}(I J)$.

For each $j \in J$ we have $\bar{T}(x j)=\sum_{k} \tau\left(x r_{k}\right) s_{k}$ for some $r_{k} \in R, s_{k} \in S$. Thus since $\tau(I) \subseteq R^{G} \subseteq S$, it follows that $\bar{T}(I j) \subseteq S$ and hence that $\bar{K}=\bar{T}(I J) \subseteq S$. By assumption, $Z$ is spanned by units and each such unit gives rise via conjugation to an element of $G$ which centralizes $S$. Thus conjugation by each such unit is an element of $H$, so $Z$ is clearly the algebra of the group of $H$ and therefore $Z$ centralizes $R^{H}$. Furthermore, by Lemma 6.2, each $z_{i} \in Z$ and if $z_{i} \neq 0$, then $g_{i} \in H$. We conclude from this that $\bar{T}: I J \rightarrow S$ is a right $R^{H}$-module homomorphism and therefore that $\tilde{K}$ is a right ideal of $R^{H}$. Furthermore observe that $\bar{K} f=\bar{T}(I J) f$ and that $\bar{T}(x) f=\sum a_{i} x^{g_{i}} z_{i} f$. Since $z_{0} f=f \neq 0$, it follows immediately from the properties of $\tau$ and Lemma 3.5 that $\bar{K} f=\bar{T}(I J) f \neq 0$.

We can now quickly prove the result. Let $K$ be the sum of all right ideals of $R^{H}$ contained in $S$. Then $K$ is certainly a right ideal of $R^{H}$ contained in $S$ and $K$ is a 2-sided ideal of $S$ since $S K$ also has this property. Let $M=R K$ so that $M$ is an ( $R, S$ )bimodule contained in $Q$ and $\mathrm{r}_{Q}(M)=\mathrm{r}_{Q}(K)$. Since $\mathrm{r}_{Z}(K)$ contains no primitive idempotents of $Z$ by the above, we conclude from Lemma 5.5 that $r_{2}(M)=0$ and
that $M$ contains a nonzers ideal of $R$. Thus $\mathrm{r}_{Q}(K)=\mathrm{r}_{Q}(M)=0$. Since $l_{Z}(K)=$ $\mathrm{r}_{Z}(K)=0$, a similar argument applies to $K R$ and the lemma is proved.

We remark that since $Z$ is a finite-dimensional $C$-algebra, it is almost always spanned by its units. The only exceptions occur when $C=G F(2)$ and $Z$ has a homomorphic image isomorphic to $\mathrm{GF}(2) \oplus \mathrm{GF}(2)$. The Galois centralizer condition for $S \subseteq R$ asserts
[GZ] If $Z=\mathbb{C}_{B}(S)$, then $Z$ is a semisimple algebra spanned by its units.
With this we can strengthen the preceding lemma and obtain
Proposition 7.3. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $S \supseteq R^{G}$ satisfy [GZ], [GI] and [GH]. Then $H=\mathscr{G}(R / S)$ is an $N$-subgroup of $G$ with algebra of the group $Z=\mathbb{C}_{B}(S)$. Furthermore $S$ contains a two-sided ideal $K$ of $R^{H}$ with $\mathrm{r}_{Q}(K)=I_{Q}(K)=0$.

Proof. By Theorem 4.3 we have $H \subseteq \mathscr{G}\left(R / R^{G}\right)=G$ and hence $[H: H \cap \operatorname{Inn} R]<\infty$. Furthermore, by the previous lemma, $Z$ is the algebra of the group $H$. Hence by [GZ], $Z$ is semisimple and $H$ is an $N$-subgroup of $G$.

In addition, by Lemma 7.2, $S$ contains a right ideal $K$ of $R^{H}$ such that $K R \supseteq J$ a nonzero ideal of $R$. Now let $\tau$ be a trace form given by Lemma 2.4 for the N -group $H$ and let $I$ be the ideal, given by Lemma 2.5 , with $\tau(I) \subseteq R^{H}$. From $J \subseteq K R$ we have $J I \subseteq K I$ and hence $\tau(J I) \subseteq \tau(K I)$. But $\tau$ is an $\left(R^{H}, \bar{R}^{H}\right)$-bimodule homomorphism and $K$ is a right ideal of $R^{H}$ so

$$
\tau(J I) \subseteq K^{\prime} \cdot \tau(I) \subseteq K \cdot R^{H} \subseteq S
$$

Finally, by Lemma 4.4, $\tau(J I)$ is a two-sided ideal of $R^{H}$ with zero annihilator in $Q$.
It is now a simple matter to prove Theorem B. Let us recall the remaining Galois subring condition for $S \subseteq R$, namely the canceilation property.
[GC] Suppose $K$ is an ideal of $S$ with $\mathrm{r}_{R}(K)=0$. If $r \in R$ with $K r \subseteq S$, then $r \in S$.

Theorem 7.4. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $R \subseteq \therefore \subseteq R^{G}$. Then $S$ is the fixed ring of an $N$-subgroup $H$ of $G$ if and only if $S$ satisfies [GZ], [GI], [GH] and [GC].

Proof. Suppose first that $S=R^{H}$ for some N -subgroup $H$ of $G$. Then $Z=\mathbb{C}_{B}(S)$ is the algebra of the group of $H$, by Proposition 4.1, and therefore [GZ] holds. Furthermore Lemmas 5.4 and 6.1 imply that $S$ satisfies [GI] and [GH] respectively. Finally let $K$ be an ideal of $S$ with $\mathrm{r}_{R}(K)=f$ and suppose $K r \subseteq S$. If $h \in H$ and $k \in K$,
then

$$
k r=(k r)^{h}=k^{h} r^{h}=k r^{h}
$$

so $r-r^{h} \in \mathrm{r}_{R}(K)=0$. We conclude therefore that $r \in R^{H}=S$ and $S$ satisfies [GC].
Conversely suppose $S \supseteq R^{G}$ satisfies the four Galois conditions and let $H=\mathscr{G}(R / S)$. Then by the preceding proposition, $H$ is an N -subgroup of $G$ and $S$ contains a two-sided ideal $K$ of $R^{H}$ with $\mathrm{r}_{R}(K)=0$. In particular, if $r \in R^{H}$, then $K r \subseteq K \subseteq S$, so [GC] implies that $r \in S$. We conclude therefore that $S=R^{H}$ and the theorem is proved.

Since the properties of the ideal $K$ of Proposition 7.3 are right-left symmetric, it is clear that [GC] could be replaced in the above by either of the following conditions.
[GC1] Suppose $K$ is an ideal of $S$ with $I_{R}(K)=0$. If $r \in R$ with $r K \subseteq S$, then $r \in S$.
[GC2] Suppose $K$ is an ideal of $S$ with $\mathrm{r}_{R}(K)=l_{R}(K)=0$. If $r \in R$ with $r K \subseteq S$ and $K r \subseteq S$, then $r \in S$.

## 8. Correspondence theorems

As an immediate consequence of Theorems 4.3 and 7.4 we obtain the main correspondence theorem.

Corollary 8.1. Let $G$ be an $N$-group of automorphisms of the prime ring $R$. Then the maps $H \rightarrow R^{H}$ and $S \rightarrow \mathscr{Y}(R / S)$ yields a one-to-one correspondence between the $N$-subgroups $H$ of $G$ and the intermediate rings $S \supseteq R^{G}$ which satisfy [GZ], [GI], [GH] and [GC].

While the above does indeed characterize Galois subrings, the verification of the four Galois conditions is frequently tedious. However in certain special situations many of these conditions are automatically satisfied. We consider some of these now and continue to formulate the results as correspondence theorems.

We start with the X-inner case. Here [GH] is clearly always satisfied so we have

Corollary 8.2. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and suppose that $G$ is $X$-inner. Then the maps $H \rightarrow R^{H}$ and $S \rightarrow \xi(R / S)$ yield a one-to-one' correspondence between the $N$-subgroups $H$ of $G$ and the intermediate rings $S \supseteq R^{G}$ which satisfy [GZ], [GI], and [GC].

Next suppose that $B$, the algebra of the group, is a domain. Then since $B$ is a finite-dimensional $C$-algebra, it is a division ring. In particular, $[G Z]$ and $[G I]$ are
now immediate. Furthermore suppose $b \in B \backslash 0, g \in G$ and $b s=s^{g} b$ for all $s \in S$. Then $b$ is a unit of $B$ so conjugation by $b$ is an element $g_{0} \in G \cap \operatorname{lnn} R$. Thus for all $s \in S$

$$
s=b^{-1} s^{g} b=s^{g g_{0}}
$$

so $g g_{0}=h \in \mathscr{G}(R / S)$ and $[G H]$ holds. In particular, this applies to the X-outer case where we have

Corollary 8.3. Let $G$ be a finite group of $X$-outer automorphisms of the prime ring $R$. Then the maps $H \rightarrow R^{H}$ and $S \rightarrow \mathscr{G}(R / S)$ yield a one-to-one correspondence between the subgroups $H$ of $G$ and the intermediate rings $S \supseteq R^{G}$ satisfying [GC].

A subring $S \subseteq R$ is said to be an anti-ideal if $s r \in S$ for $s \in S \backslash 0, r \in R$ implies that $r \in S$.

Corollary 8.4. Let $R$ be a domain and let $G$ be an $N$-group of automorphisms. Then the maps $H \rightarrow R^{H}$ and $S \rightarrow \mathscr{G}(R / S)$ yield a one-to-one correspondence between the $N$-subgroups $H$ of $G$ and the anti-ideals $S \supseteq R^{G}$ of $R$. Moreover $B$ is a division ring.

Proof. We first observe that $B$ is a domain. Indeed suppose $a, b \in B \backslash 0$. Then by Lemma 1.2 there exist nonzero ideals $I, J$ of $R$ with $0 \neq I a \subseteq R$ and $0 \neq b J \subseteq R$. But $R$ is a domain, so $(I a)(b J) \neq 0$ and hence $a b \neq 0$. Thus $B$ is in fact a division ring.

Now suppose $S \supseteq R^{G}$ is an anti-ideal of $R$. Then certainly $S$ satisfies [GC] and thus, by Theorem 7.4, we have $S=R^{H}$ for $H=\mathscr{G}(R / S)$. Conversely suppose $S=R^{H}$ and that $s r \in S$ with $s \in S \backslash 0, r \in R$. If $h \leqslant H$, then

$$
s r=(s r)^{h}=s^{h} r^{h}=s r^{h}
$$

and since $R$ is a domain we have $r=r^{h}$. Thus $r \in R^{H}=S$ and $S$ is an anti-ideal.
There is in fact a more general class of intermediate subrings which automaticaliy satisfy [GH], namely those rings with $Z$ simple. For this and later applications, we require the following two lemmas.

Lemma 8.5. Let $A_{1}, A_{2}$ be simple Artinian rings and let $V$ be a nonzero $\left(A_{1}, A_{2}\right)$ bimodule. Then there exists $v \in V$ with $l_{A_{1}}(v)=0$ or $r_{A_{2}}(v)=0$.

Proof. Let $U$ be the unique simple left $A_{1}$-module and suppose that the regular module ${ }_{A_{1}} A_{1}$ is a direct sum of $n$ copies of $U$. Now ${ }_{A_{1}} V$ is a direct sum of copies of $U$ and suppose first that at least $n$ such copies occur. Then ${ }_{A_{1}} V$ contains a copy of $A_{1} A_{1}$ and if $v$ generates this submodule, then $l_{A_{1}}(v)=0$. On the other hand, suppose ${ }_{A_{1}} V$ is a direct sum of less than $n$ copies of $U$. Then ${ }_{A_{1}} V^{\prime}$ is a homomorphic image of $A_{1} A_{1}$ and is therefore a cyclic $A_{1}$-module. In this case, $V=A_{1} v$ for some $v \in V$. Thus clearly $\mathrm{r}_{A_{2}}(v)=\mathrm{r}_{A_{2}}(V)$ is a two-sided ideal of the simple ring $A_{2}$ and since $V \neq 0$ we have $\mathrm{r}_{A_{2}}(v)=0$.

Observe that in the above, the hypothesis on $A_{2}$ can be replaced by $V_{A_{2}}$ being faithful.

Lemma 8.6. Let $S_{1}, S_{2}$ be subrings of $R$ containing $R^{G}$ and let $b \in B$ with $S_{1} b=b S_{2}$.
(i) Let $S_{1}$ satisfy [G1] and let $e_{1}$ be an idempotent of $Z_{1}=\mathbb{C}_{B}\left(S_{1}\right)$ with $b=e_{1} b$. If $I_{Z_{1} e_{1}}(b)$ contains no nonzero idempotents, then $l_{Q}(b)=l_{Q}\left(e_{1}\right)$.
(ii) Let $S_{2}$ satisfy [GI] and let $e_{2}$ be an idempotent of $Z_{2}=\mathbb{C}_{B}\left(S_{2}\right)$ with $b=b e_{2}$. If $\mathrm{r}_{e_{2} Z_{2}}(b)$ contains no nonzero idempotents, then $\mathrm{r}_{Q}(b)=\mathrm{r}_{Q}\left(e_{2}\right)$.

Proof. We consider (i). First observe that $b=e_{1} b$ yields $l_{Q}\left(e_{1}\right) \subseteq l_{Q}(b)$ and hence $Z_{1}\left(1-e_{1}\right) \subseteq z_{1}(b)$. Now let $M=S_{1} b R=b S_{2} R=b R$. Then $M$ is an $\left(S_{1}, R\right)$-bimodule contained in $Q$ and

$$
l_{Z_{1}}(i v)=l_{Z_{1}}(b)=Z_{1}\left(1-e_{1}\right) \oplus l_{Z_{1} e_{1}}(b) .
$$

Since $S_{1} \supseteq R^{G}$ satisfies [GI], we conclude from Lemma 5.6 that $I_{Z_{\mathrm{t}}}(M)$ is generated by an idempotent. Thus the hypothesis on $l_{Z_{1} e_{1}}(b)$ yields $l_{Z_{1} e_{1}}(b)=0$ and $I_{Z_{1}}(M)=Z_{1}\left(1-e_{1}\right)$. Lemma 5.6 now implies that $M \supseteq \rho_{1} I_{1}$ for some nonzero ideal $I_{1}$ of $R$. Since $I_{Q}(b) M=0$ we conclude therefore that $l_{Q}(b) e_{1}=0$ and we obtain the reverse inclusion $l_{Q}(b) \subseteq l_{Q}\left(e_{1}\right)$. Part (ii) follows similarly.

It is now convenient to introduce a strengthened Galois centralizer condition, namely
[GZ'] If $Z=\mathbb{C}_{B}(S)$, then $Z$ is a simple algebra, hence spanned by its units.
Lemma 8.7. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $S \supseteq R^{G}$ satisfy [GZ'] and [GI]. Then $S$ satisfies [GH].

Proof. Let $g \in G$, set $V=\left\{v \in B \mid v s=s^{g} v\right.$ for all $\left.s \in S\right\}$ and assume that $V \neq 0$. Then $V$ is surely a ( $Z^{\S}, Z$ )-bimodule and hence, since both $Z$ and $Z^{g}$ are simple by assumption, Lemma 8.5 applies. In particular there exists $b \in V$ with either $I_{Z^{g}}(b)=0$ or $\mathrm{r}_{Z}(b)=0$. Furthermore $b S=S^{g} b$ and both $S$ and $S^{g}$ satisfy [GI]. Hence, by Lemma 8.6, with $e_{1}=e_{2}=1$ we conclude that either $l_{Q}(b)=l_{Q}\left(e_{1}\right)=0$ or $\mathrm{r}_{Q}(b)=\mathrm{r}_{Q}\left(e_{2}\right)=0$. But $B$ is a finite-dimensional $C$-algebra so either conclusion implies that $b$ is a unit of $B$. Now $G$ is an N-group, so conjugation by $b \in B$ is an element $g_{0} \in G \cap \operatorname{Inn} R$. Thus for all $s \in S$

$$
s=b^{-1} s^{g} b=s^{g g_{0}},
$$

so $g g_{0}=h \in \mathscr{G}(R / S)$ and $[G H]$ holds.
We say that $G$ is an $F$-group of automorphisms of $R$ if $G$ is an N -group whose algebra of the group $B$ is simple. We can now obtain another correspondence theorem of interest.

Corollary 8.8. Let $G$ be an $N$-group of automorphisms of the prime ring $R$. Then the maps $H \rightarrow R^{H}$ and $S \rightarrow \mathscr{G}(R / S)$ yield a one-to-one correspondence between the $F$-subgroups $H$ of $G$ and the intermediate rings $S \supseteq R^{G}$ which satisfy [GZ'], [GI] and $[\mathrm{GC}]$.

Proof. Let $H$ be an F-subgroup of $G$ and set $S=R^{H}$. Since $Z=\mathbb{C}_{B}(S)$ is the algebra of the group $H$ by Proposition 4.1, it follows from Corollary 8.1 that $S$ satisfies [GZ'], [GI] and [GC]. Conversely if $S \supseteq R^{G}$ satisfies these conditions, then it also satisfies [GH] by Lemma 8.7. Hence by Corollary 8.1 again, $S=R^{H}$ with $H=\mathscr{G}(R / S)$ an N -subgroup of $G$. Since the algebra of the group $H$ is the simple ring $Z$, we conclude that $H$ is an F-subgroup of $G$.

Finally we consider a rather special situation.

Lemma 8.9. Let $G$ be a finite group of $X$-outer automorphisms of the simple ring $R$ and let $\tau_{G}(x)=\sum_{g \in G} x^{g}$. Then $R^{G}$ is simple if and only if $1 \in \tau_{G}(R)$.

Proof. Observe that $\tau=\tau_{G}$ is an $\left(R^{G}, R^{G}\right)$-bimodule homomorphism and hence $\tau(R)$ is an ideal of $R^{G}$. Thus $1 \in \tau(R)$ if and only if $\tau(R)=R^{G}$. Now suppose $R^{G}$ is simple. Since $\tau(R) \neq 0$, by Lemıma 3.5 , we have $\tau(R)=R^{G}$. Conversely suppose $\tau(R)=R^{G}$ and let $K$ be a nonzero ideal of $R^{G}$. Then $K R$ is a nonzero $\left(R^{G}, R\right)$ bimodule contained in $R$ and hence, since $B=C$, it follows from Lemma 5.6 that $K R$ contains a nonzero ideal of $R$. But $R$ is simple, so $K R=R$ and hence $R^{G}=$ $\tau(R)=\tau(K R)=K \tau(R) \subseteq K$. Thus $R^{G}$ is simple.

Corollary 8.10. Let $G$ be a finite group of $X$-outer automorphisms of the simpie ring $R$ and let $\tau_{G}(x)=\sum_{g \in G} x^{g}$. If $1 \in \tau_{G}(R)$, then the maps $H \rightarrow R^{H}$ and $S \rightarrow \mathscr{G}(R / S)$ yield a one-to-one correspondence between the subgroups $H$ of $G$ and the intermediate rings $S \supseteq R^{G}$. Furthermore, each such $S$ is simple.

Proof. Let $H$ be a subgroup of $G$ and let $\Omega$ be a left transversal for $H$ in $G$. Then clearly

$$
\tau_{G}(x)=\sum_{h \in H} \sum_{w \in \Omega} x^{w h}=\tau_{H}\left(\sum_{w \in \Omega} x^{w}\right) .
$$

Thus since $1 \in \tau_{G}(R)$ we have $1 \in \tau_{H}(R)$ and hence, by the previous lemma, $R^{H}$ is simple

Now let $S \supseteq R^{G}$ be any intermediate ring and set $H=\mathscr{G}(R / S)$. Since $G$ is Xouter, we know that $S$ satisfies [GZ], [GI] and [GH]. Thus, by Proposition 7.3, $S$ contains a nonzero ideal of $R^{H}$. But $R^{H}$ is simple, by the above, so we conclude that $S=R^{H}$. In view of Corollary 8.3 , this completes the proof.

Observe that the hypothesis $1 \in \tau_{G}(R)$ is trivially satisfied if $|G|^{-1} \in R$.

## 9. Prime ideals of the fixed ring

There are numerous applications of these methods to the study of the relationship between $R$ and the fixed ring $R^{G}$. We just discuss a few and we start with a rather amazing observation. Again $R$ is a prime ring and $G$ is an M -group of automorphisms.

Proposition 9.1. Let $K$ be the set of elements $r \in R$ such that $r R$ is contained in a finitely generated right $R^{G}$-submodule of $R$ and $R r$ is contained in a finitely generated left $R^{G}$-submodule of $R$. Then $K$ is a nonzero two-sided ideal of $R$.

Proof. For each $b \in B$, define

$$
L_{b}=\left\{r \in R \mid r R b \subseteq \sum_{i=1}^{n} r_{i} R^{G} \text { for some } n \text { and } r_{i} \in R\right\} .
$$

If $r R b \subseteq \sum_{1}^{n} r_{i} R^{G}$ and $s \in R$, then $s r R b \subseteq \sum_{1}^{n} s r_{i} R^{G}$. It now follows easily that $L_{b}$ is a 2 -sided ideal of $R$. The goal is to show that $L_{1} \neq 0$. To this end, define

$$
W=\left\{b \in B \mid L_{b} \neq 0\right\} .
$$

Then $0 \in W$ and $W$ is closed under addition since clearly $L_{a} \cap L_{b} \subseteq L_{a+b}$ for $a, b \in B$. Furthermore suppose $b \in W, a \in B$ and let $0 \neq J$ be an ideal of $R$ with $J a \subseteq R$. If $r \in L_{b}$ then, since $r J a b \subseteq r R b$, it follows that $r J \subseteq L_{a b}$. Thus $L_{a b} \supseteq L_{b} J \neq 0$, so $a b \in W$ and $W$ is a left ideal of $B$. In particular, it is a $C$-subspace and we wish to show that $W=B$.

Suppose by way of contradiction that $W \neq B$. Let $\tau$ and $I$ be given by Lemmas 2.4 and 2.5. Furthermore, assume that the basis $\left\{b_{i 1}\right\}$ is chosen compatibly with $B=W^{\prime} \oplus W$ where $W^{\prime}$ is any complementary $C$-subspace and with $b_{11} \in W^{\prime}$. Then $a_{11} \neq 0$ and we left truncate $\tau$ based on the 1,1-coefficient. By Lemmas 3.1 and 3.3, there exist $r_{k}, s_{k} \in R$ such that

$$
\tilde{a}_{11} x \beta=\sum_{k} r_{k} \tau\left(s_{k} x\right)
$$

for some $\tilde{a}_{11} \in R \backslash 0$ and some $\beta=\sum c_{i} b_{i 1}$ with $c_{i} \in C, c_{1}=1$. But $\tau(I) \subseteq R^{G}$ so this implies that

$$
\tilde{a}_{11} I \beta \subseteq \sum_{k} r_{k} R^{G} .
$$

Hence $0 \neq \tilde{a}_{11} I \subseteq L_{\beta}$, by definition, and therefore $\beta \in W$. However, since $c_{1}=1, \beta$ involves $b_{11}$ and this contradicts the choice of basis.

We have therefore shown that $W=B$ so $1 \in W$ and $L=L_{1} \neq 0$. Similarly using Lemmas 3.2 and 3.4 we can show that

$$
L^{\prime}=\left\{r \in R \mid R r \subseteq \sum_{i=1}^{n} R^{G} r_{i} \text { for some } n \text { and } r_{i} \in R\right\}
$$

is also a nonzero 2 -sided ideal of $R$. Since $K=L \cap L^{\prime}$, the result follows.

For each $G$-centrally primitive idempotent $f$ of $B$ let $P_{f}=\operatorname{ann}_{R^{G}}(f)$. Clearly each $P_{f}$ is an ideal of $R^{G}$.

Lemma 9.2. With the above notation we have
(i) $\operatorname{ann}_{B}\left(P_{f}\right)=B f$.
(ii) If $L$ is an ideal of $R^{G}$ properly containing $P_{f}$, then $\operatorname{ann}_{B}(L)=0$ and hence both $L R$ and $R L$ contain nonzero two-sided ideals of $R$.
(iii) $P_{f}$ is a prime ideal of $R^{G}$ and $\operatorname{ann}_{R^{c}}\left(P_{f}\right) \neq 0$.

Proof. Observe that if $L$ is a subset of $R^{G}$, then $\operatorname{ann}_{B}(L)$ is a $G$-invariant two-sided ideal of $B$.
(i) By definition, $\operatorname{ann}_{B}\left(P_{f}\right) \supseteq B f$. Now let $f^{\prime}$ be any other $G$-centrally primitive idempotent of $B$. By Proposition 4.5(ii), with $I=R$, there exists $r \in R^{G}$ with $r=r f^{\prime} \neq 0$. Since $f^{\prime} f=0$ we have $r f=r f^{\prime} f=0$ and $r \in P_{f}$. On the other hand $r f^{\prime} \neq 0$ so $f^{\prime} \notin \operatorname{ann}_{B}\left(P_{f}\right)$. Since $B$ is semisimple and $\operatorname{ann}_{B}\left(P_{f}\right)$ is a $G$-invariant 2 -sided ideal, this clearly implies that $\operatorname{ann}_{B}\left(P_{f}\right)=B f$.
(ii) Let $L>P_{j}$. Then $\operatorname{ann}_{B}(L) \subseteq \operatorname{ann}_{B}\left(P_{f}\right)=B f$ by the above. If $\operatorname{ann}_{B}(L)=B f$, then $L \subseteq \operatorname{ann}_{R^{G}}(f)=P_{f}$, a contradiction. Thus since $B f$ is $G$-simple, we have $\operatorname{ann}_{B}(L)=0$. It now follows that the $\left(R^{G}, R\right)$-bimodule $L R$ satisfies $l_{B}(L R)=0$, so $L R$ contains a nonzero ideal of $R$ by Proposition 5.3. Similarly, by Proposition 5.2, $R L$ contains a nonzero ideal of $R$.
(iii) Suppose $L_{1}$ and $L_{2}$ are ideals of $R^{G}$ containing $P_{f}$. If $L_{1} L_{2} \subseteq P_{f}$, then $0=L_{1} L_{2} f=L_{1} f L_{2}$ and thus $\left(R L_{1}\right) f\left(L_{2} R\right)=0$. It follows that $R L_{1}$ and $L_{2} R$ cannot both contain nonzero ideals of $R$. Thus by (ii) above either $L_{1}=P_{f}$ or $L_{2}=P_{f}$ and $P_{f}$ is prime. Finally by Proposition 4.5 (ii) again, with $I=R$, there exists $r \in R^{G}$ with $r=r f \neq 0$. Since $r P_{f}=r f P_{f}=0$ and $P_{f} r=P_{f} f r=0$, we conclude that $r \in \operatorname{ann}_{R^{G}}\left(P_{f}\right)$.

As an immediate consequnce we have

Proposition 9.3. $R^{G}$; s semiprime and the number of minimal primes of this ring is precisely equal to the number of G-centrally primitive idempotents of B. Iidaeed ti?e minimal primes of $R^{G}$ are precisely the ideals $P_{f}$. Furthermore the latter are all distinct and $\bigcap_{f} P_{f}=0$.

Proof. We have already observed above that the ideals $P_{f}$ are prime. Furthermore since $1 \in B$ is a sum of $G$-centrally primitive idempotents of $B$, we conclude that $\bigcap_{f} P_{f}=0$. This implies that $R^{G}$ is semiprime and that its minimal primes are precisely the minimal members of the set $\left\{P_{f}\right\}$. But by Lemma 9.2(i), if $P_{f} \subseteq P_{f^{\prime}}$, then $B f^{\prime}=\operatorname{ann}_{B}\left(P_{f^{\prime}}\right) \subseteq \operatorname{ann}_{B}\left(P_{f}\right)=B f$ and hence $f^{\prime}=f$. Thus the primes $P_{f}$ are incomparable and hence they are all minimal.

Now we consider the possibility that $R$ is a primitive ring.

Proposition 9.4. Let $f$ be a G-centrally primitive idempotent of B. Then $R$ is (right or left) primitive if and only if $R^{G} / P_{f}$ is (right or left) primitive.

Proof. The argument is symmetric, so we will consider only right modules.
Suppose first that $R$ is primitive and let $V$ be a faithful irreducible right $R$ module. Let $K$ be the ideal defined by Proposition 9.1 and choose $r \in K, r \neq 0$. Then by assumption, $r R \subseteq \sum_{1}^{k} r_{i} R^{G}$. If $v \in V$ is chosen with $v r \neq 0$, then since $V$ is irreducible we have

$$
V=(v r) R \subseteq \sum_{i=1}^{k}\left(v r_{i}\right) R^{G}
$$

and we deduce that $V$ is a finitely generated $R^{G}$-module.
Now note that $V P_{f} \neq V$ since $\mathrm{r}_{R^{G}}\left(P_{f}\right) \neq 0$ by Lemma 9.2 (iii) and $V$ is faithful. Thus since $V$ is a finitely generated $R^{G}$-module, we can choose $W$ to be a maximal $R^{G}$-submodule of $V$ containing $V P_{f}$. We have now found an irreducible $R^{G}$. module, namely $V / W$, which is annihilated by $P_{f}$. Finally let $L=r_{R} G(V / W)$ so that $L$ is a 2 -sided ideal of $R^{G}$ containing $P_{f}$. Since $V L \subseteq W$ we have $V(R L) \subseteq \boldsymbol{W}$ and hence $R L$ cannot contain a ronzero ideal of $R$. We conclude therefore from Lemma 9.2(ii) that $L=P_{f}$ and hence that $R^{G} / P_{f}$ is a primitive ring.

In the other direction, let $W$ be a faithful irreducible module for $R^{G} / P_{f}$. Then there exists a maximal right ideal $M$ of $R^{G}$ with $R^{G} / M=W$. Hence $P_{f}$ is the largest 2-sided ideal of $R^{G}$ contained in $M$. We first show that $M R \neq R$. To this end, suppose $R=M R$ and let $\tau(x)$ and $I$ be given by Lemmas 2.4 and 2.5. Then

$$
I=R I=M R I=M I
$$

and since $\tau$ is an ( $R^{G}, R^{G}$ )-bimodule homomorphism we have

$$
\tau(I)=\tau(M I)=M \tau(I) \subseteq M R^{G} \subseteq M .
$$

Thus $\tau(I)$ is a 2 -sided ideal of $R^{G}$ contained in $M$, so $\tau(I) \subseteq P_{f}$ and $\tau(I) f=0$. Since this cor: 'radicts Lemma 4.4 we therefore have $R>M R$.

We can now choose $N$ to be a maximal right ideal of $R$ containing $M R$. Then $V=R / N$ is an irreducible right $R$-module and, since $N \cap R^{G}=M$ by the maximality of $M$, we see that $V$ contains the $R^{G}$ submodule $\left(R^{G}+N\right) / \Lambda^{\prime}=R^{G} / M=W$. Thus if $J=\mathrm{r}_{R}(V)$, then $J \cap R^{G} \subseteq \mathrm{r}_{R^{G}}(W)=P_{f}$ and hence $\left(J \cap R^{G}\right) f=0$. We conclude from Proposition 4.5(i) that $J=0$ and therefore that $V$ is a faithful irreducible $R$-module. In other words, $R$ is a primitive ring.

It follows from the above that if $P_{f}$ is a primitive ideal of $R^{G}$ then so is $P_{j}$ for all $f^{\prime}$. As a corollary we obtain

Proposition 9.5. If $R$ is simple, then $R^{G}$ is a finite direct sum of primitive rings.
Proof. Since $R$ is simple, $Q=R$ and hence $B \subseteq R$. In particular, if $f_{1}, f_{2}, \ldots, f_{n}$ are the $G$-centrally primitive idempotents of $B$, then $f_{i} \in R^{G}$ and hence $R^{G}=\oplus_{i}, f_{k} R^{G}$.

Furthermore from this decomposition it is clear that

$$
P_{f_{i}}=\operatorname{ann}_{R^{c}}\left(f_{i}\right)=\bigoplus_{k \neq i} f_{k} R^{G},
$$

so $f_{i} R^{G} \simeq R^{G} / P_{f_{i}}$. But $R$ is surely primitive so each $P_{f_{i}}$ is a primitive ideal by the preceding result and hence each $f_{i} R^{G}$ is primitive.

It is known that these primitive summands need not be simple [16, Example 2.8]. We close with a result needed in Section 12. It is actually true without the assumption that $R^{G}$ is prime, using a more general definition of the Martindale ring of quotients $Q_{0}(R)$ which is applicable to semiprime rings.

Proposition 9.6. Let $G$ be an M-group of automorphisms of the prime ring $R$. If $R^{G}$ is prime, then $Q_{0}\left(R^{G}\right)=Q_{0}(R)$.

Proof. Observe that $G$ extends uniquely to a group of automorphisms of $Q_{0}(R)$ so the fixed ring $Q_{0}(R)^{G}$ makes sense and is an extension of the prime ring $R^{G}$.

Let $q \in Q_{0}(R)^{G}$ and let $I$ be a nonzero ideal of $R$ with $I q \subseteq R$. By Proposition 4.5(i), $I \cap R^{G} \neq 0$ and if $q \neq 0$, then ( $\left.I \cap R^{G}\right) q \neq 0$. Now ( $\left.I \cap R^{G}\right) q \subseteq R$ and since the left hand side is fixed by $G$ we have $\left(I \cap R^{G}\right) q \subseteq R^{G}$. Thus $q$ determines an element of $Q_{0}\left(R^{G}\right)$ and in this way we clearly obtain a homomorphism $Q_{0}(R)^{G} \rightarrow Q_{0}\left(R^{G}\right)$. Moreover this map is an embedding since if $q \neq 0$, then $\left(I \cap R^{G}\right) q \neq 0$ and hence the image of $q$ is not zero. We can now view $Q_{0}(R)^{G}$ as a subring of $Q_{0}\left(R^{G}\right)$.

Now let $\tilde{q} \in Q_{0}\left(R^{G}\right)$. Then there exists an ideal $I \neq 0$ of $R^{G}$ and a left $R^{G}$-module homomorphism $\tilde{f}: I \rightarrow R^{G}$ which determines $\tilde{q}$. We extend $\tilde{f}$ to $f: R I \rightarrow R$ by defining

$$
\left(\sum_{k} r_{k} y_{k}\right) f=\sum_{k} r_{k}\left(y_{k} \tilde{f}\right)
$$

for $r_{k} \in R, y_{k} \in I$. This map will certainly extend $\tilde{f}$ and be a left $R$-module homomorphism provided we show it is well defined. To this end it suffices to show that $\sum_{k} r_{k} y_{k}=0$ implies $\sum_{k} r_{k}\left(y_{k} \tilde{f}\right)=0$.

Let $\tau(x)=\sum_{i} a_{i} x^{g_{i}} b_{i}$ be an outer trace form given by Lemma 2.4 with $a_{i}, b_{i} \in B$. Furthermore we can assume that $g_{0}=1, b_{0}=1$ and that $\left\{a_{i} \mid g_{i}=1\right\}$ is $C$-linearly independent. By Lemma 2.5 there exists a nonzero ideal $J$ of $R$ with $\tau(J) \subseteq R^{G}$. Now suppose $\sum_{k} r_{k} y_{k}=0$ with $r_{k} \in R, y_{k} \in I$ and consider the truncation of $\tau$ defined by

$$
T(x)=\sum_{k} \tau\left(x r_{k}\right)\left(y_{k} \tilde{f}\right)=\sum_{i} a_{i} x^{g_{i}} b_{i} .
$$

Since $g_{0}=1, b_{0}=1$ we note that $\bar{b}_{0}=\sum_{k} r_{k}\left(y_{k} f\right)$.
Now let $j \in J$. Then $0=\sum_{k} j r_{k} y_{k}$ so since $y_{k} \in R^{G}$ we have

$$
0=\tau\left(\sum_{k} j r_{k} y_{k}\right)=\sum_{k} \tau\left(j r_{k}\right) y_{k} .
$$

But $\tau\left(j r_{k}\right) \in R^{G}$ and $\tilde{f}$ is a left $R^{G}$-module homomorphism, so applying $\bar{f}$ yieids

$$
0=\sum_{k} \tau\left(j r_{k}\right)\left(y_{k} \tilde{f}\right)=T(j) .
$$

In other words, $T$ vanishes on the nonzero ideal $J$ of $R$. Lemma 3.5 now implies that $0=b_{0}=\sum_{k} r_{k}\left(y_{k} \bar{f}\right)$ and $f: R I \rightarrow R$ is well defined.

Since $R^{G}$ is prime, Lemma 9.2(ii) implies that $R I$ contains a nonzero two-sided ideal $L$ of $R$. Hence $f: L \rightarrow R$ determines an element $q \in Q_{0}(R)$. It is now easy to see that $y q=y \tilde{f}=y \tilde{q} \in R^{G}$ for all $y \in I$. Thus if $g \in G$ we obtain $y q^{g}=(y q)^{g}=y q$, so $R I\left(q-q^{g}\right)=0$ and therefore $q \in Q_{0}(R)^{G} \subseteq Q_{0}\left(R^{G}\right)$. But then $I(q-\tilde{q})=0$ yields $\tilde{q}=q \in Q_{0}\left(R^{G}\right)$, so we have the reverse inclusion, narnely $Q_{0}\left(R^{G}\right) \subseteq Q_{0}(R)^{G}$, and the proposition is proved.

## 10. Embeddings

We now wish to study the various embeddings of a ring $S \supseteq R^{G}$ into $R$. In this regard, the following lemma is crucial. Here $R$ is a prime ring and $G$ is an M-group of automorphisms.

Lemma 10.1. Let $S \supseteq R^{G}$ satisfy [GI] and [GH] and let $\varphi: S \rightarrow R$ be an isomorphism into with $\varphi$ the identity on $R^{G}$. If $f$ is a primitive idempotent of $Z=\mathbb{C}_{B}(S)$, then there exists $b \in B, g \in G$ such that $b=f^{g} b \neq 0$ and $s^{g} b=b s^{\varphi}$ for all $s \in S$. Furthsrmore, if $g \in G \cap \operatorname{Inn} R$, then $g=1$. Finally if $e$ is an idempotent of $Z$ with $f e \neq C$ and if $\varphi$ extends to an embedding $\varphi:\langle S, e\rangle \rightarrow Q$, then we may assume that $b=b e^{{ }^{\prime \prime}}$.

Proof. Let $\tau(x)=\sum_{i} a_{i} x^{g_{i}} b_{i}$ be the trace form given by Lemma 7.1 for $f$ and use the notation of that lemma. In particular, $H=G \cap \mathscr{Y}(R / S)$ and $I$ is a nonzero ideal of $R$ with $\tau(I) \subseteq R^{G}$. We can now apply Lemma 6.2 to this form and obtain a form $T(x)=\sum_{i} a_{i} x^{g_{i}} z_{i}$ and a nonzero ideal $J$ of $R$ such that $T(x j)$ is an ( $R, S$ )-truncation of $\tau$ for all $j \in J$. Additional properties of $T$ are listed in Lemrna 6.2 and will be used in the course of the proof.

For each subscript $t$ we define $\theta_{t}: J \rightarrow Q$ as follows. Let $j \in J$ and write $T(x j)=\sum_{k} \tau\left(x r_{k}\right) s_{k}$ with $r_{k} \in R, s_{k} \in S$. Then we let

$$
\theta_{t}(j)=\sum_{k} r_{k}^{g_{t}} b_{t} s_{k}^{\varphi}
$$

We must first show that this is well defined. Thus suppose $T(x j)=\Sigma_{i} \tau\left(x \bar{x}_{k}\right) \bar{s}_{i}$ with $\bar{r}_{k} \in R, \bar{s}_{k} \in S$. Then for any $y \in I$ we have

$$
\sum_{k} \tau\left(y r_{k}\right) s_{k}=\sum_{k} \tau\left(y \bar{r}_{k}\right) \bar{s}_{k}
$$

and since $\tau(I) \subseteq R^{G}$ we have, applying $\varphi$,

$$
\sum_{k} \tau\left(y r_{k}\right) s_{k}^{\varphi}=\sum_{k} \tau\left(y \bar{r}_{k}\right) \bar{s}_{k}^{\varphi}
$$

In other words, the form

$$
\tilde{T}(x)=\sum_{k} \tau\left(x r_{k}\right) s_{k}^{\varphi}-\sum_{k} \tau\left(x \bar{r}_{k}\right) s_{k}^{T}=\sum_{i} a_{i} x^{g_{i}} \tilde{b}_{i}
$$

vanishes on $I$. Let $g \in \Lambda$, the transversal for $G_{0}$ in $G$, and observe that if $g_{i} \in G_{0} g=g G_{0}$, then $g_{i}=g$ by assumption on $\tau$. Furthermore $\left\{a_{i} \mid g_{i}=g\right\}$ is $C$ linearly independent. Thus it follows from Lemma 3.5 applied to the form $\tilde{T}\left(x^{g^{-1}}\right)$ that $\bar{b}_{i}=0$ for all $i$. In particular

$$
0=\bar{b}_{t}=\sum_{k} r_{k}^{g_{t}} b_{t} s_{k}^{\varphi}-\sum_{k} \bar{r}_{k}^{g_{t}} b_{t} \bar{S}_{k}^{\varphi}
$$

and $\partial_{i}$ is well defined.
We now study $\theta_{t}: J \rightarrow Q$ in more detail. Since $T\left(x\left(j_{1}+j_{2}\right)\right)=T\left(x j_{1}\right)+T\left(x j_{2}\right)$, it is clear that $\theta_{t}$ is additive. Furthermore, $T(x r j)$ can be obtained from $T(x j)$ by replacing $x$ by $x r$ so we have easily $\theta_{t}(r j)=r^{g_{t}} \theta_{t}(j)$. Observe that $\theta_{t}(J) \subseteq R b_{t} R$ and for some nonzero ideal $L$ of $R$ we have $L^{g_{t}} b_{t} \subseteq R$. Hence $\theta_{t}(L J)=L^{g_{t}} \theta_{t}(J) \subseteq R$ and, by replacing $J$ with $L J$ if necessary, we can now assume that $\theta_{t}: J \rightarrow R$. Since $\theta_{t}^{\mathrm{g}^{-1}}(r j)=$ $r \theta_{t}^{g_{1}^{-1}}(j), \theta_{t}^{g_{t}^{-1}}$ is a left $R$-moduie homomorphism and there exists an element $\bar{q}_{t} \in Q$ with $\theta_{t}^{g^{-1}}(j)=j \bar{q}_{t}$ or equivalently

$$
\theta_{t}(j)=j^{g_{t}} \bar{q}_{t}^{g_{t}}=j^{g_{t}} q_{t} \quad \text { where } q_{t}=\bar{q}_{t}^{g_{t}} \in Q
$$

Again, by Lemma 6.2, we have $z_{i} \in Z$ and if $z_{i} \neq 0$, then $g_{i} \in H$. It follows from this that $T(x j s)=T(x j) s$ for $s \in S$ and hence we have easily $\theta_{l}(j s)=\theta_{l}(j) s^{\varphi}$. Thus the above formula for $\theta_{t}$ yields

$$
j^{g_{t}} s^{g_{l}} q_{t}=\theta_{t}(j s)=\theta_{t}(j) s^{\varphi}=j^{g_{t}} q_{t} s^{\varphi}
$$

and since this holds for all $j \in J$ we have $s^{g_{t}} q_{t}=q_{t} s^{\varphi}$. Moreover both $g_{t}$ and $\varphi$ fix $R^{G} \subseteq S$, so $q_{t}$ centralizes $R^{G}$ and hence $q_{t} \in B$ by Proposition 4.1. Now let $U \neq 0$ be an ideal of $R$ with $U f \subseteq R$ and set $W=J U \subseteq J$ so that $W \neq 0$ and $W f \subseteq J$. Observe that for any $w \in W$, both $w$ and $w f$ belong to $J$ and hence, by Lemma 6.2, $T(x w f)=T(x w)$. This implies that $\theta_{t}(w f)=\theta_{t}(w)$, so

$$
w^{g_{t}} f^{g_{t}} q_{t}=\theta_{t}(w t)=\theta_{l}(w)=w^{g_{t}} q_{t}
$$

and since this holds for all $w \in W$, we have $f^{g_{t}} q_{t}=q_{t}$. Note further that $g_{t} \in \Lambda$ so that if $g_{t} \in G_{0}$, then $g_{t}=1$.

It remains to find some $t$ with $q_{t} \neq 0$. To this end, suppose that $e$ is an idempotent of $Z$ with $f e \neq 0$ and that $\varphi$ extends to an embedding $\varphi:\langle S, e\rangle \rightarrow Q$. Observe that this condition is trivially satisfied with $e=1$. Since $z_{0}=f$, we have $z_{0} e=f e \neq 0$ and it follows from Lemma 3.5 that the outer trace form $T(x) e$ does not vanish on the nonzero ideal $I J$. Thus there exist $y \in I, j \in J$ with $T(y j) e \neq 0$. Now write $T(x i)=\sum_{k} \tau\left(x r_{k}\right) s_{k}$ with $r_{k} \in R, s_{k} \in S$. Then

$$
0 \neq T(y j) e=\sum_{k} \tau\left(y r_{k}\right) s_{k} e
$$

Thus since $\varphi:\langle S, e\rangle \rightarrow Q$ is an embedding and $\tau\left(y r_{k}\right) \in R^{G}$ we have

$$
0 \neq \sum_{k} \tau\left(y r_{k}\right) s_{k}^{\varphi} e^{\varphi}=\sum_{l} a_{l} y^{g_{t}} \theta_{t}(j) e^{\varphi}
$$

Hence for some $t, \theta_{t}(j) e^{\varphi} \neq 0$ so $q_{t} e^{\varphi} \neq 0$.
Finally, for this $t$, set $b=q_{t} e^{\varphi}$ and $g=g_{t}$. Since $f^{g_{t}} q_{t}=q_{t}$ we have $f^{g} b=b$ and since $e^{\varphi}$ is an idempotent we have $b e^{\varphi}=b \neq 0$. Furthermore since $e$ centralizes $S, e^{\varphi}$ centralizes $S^{\varphi}$, so multiplying the equation $s^{g_{t}} q_{t}=q_{t} s^{\varphi}$ on the right by $e^{\varphi}$ yields $s^{g} b=b s^{\varphi}$. In particular, this implies that $b$ centralizes $R^{G}$, su $b \in B$ and the lemma is proved.

In general the question of whether embeddings $\varphi: S \rightarrow R$ are actually the restriction of elements of $G$ is closely related to the minimal primes of $S$ and even more so to the central idempotents of $Z$. In this section we will just indicate some of the more satisfactory consequences of the above lemma. We start with the X-outer case.

Proposition 10.2. Let $G$ be a finite group of $X$-outer antomorphisms of the primer ring $R$ and let $S \supseteq R^{G}$. If $\varphi: S \rightarrow R$ is an isomorphism into with $\varphi$ the identity on $R^{G}$, then $\varphi$ is the restriction of some $g \in G$.

Proof. Since $B=C$, we know that $S$ satisfies [GI] and [GH]. Thus by the previous lemma with $f=1$, there exists $b \in B \backslash 0, g \in G$ with $s^{g} b=b s^{\varphi}$ for all $s \in S$. But $b$ is a central unit of $Q$, so we can cancel and obtain $s^{g}=s^{\varphi}$.

Proposition 10.3. Let $G$ be an $N$-group of automorphisms of the domain $R$ and let $S \supseteq R^{G}$. If $\varphi: S \rightarrow R$ is an isomorphism into with $\varphi$ the identity on $R^{G}$, then $\varphi$ is the restriction of some $g \in G$.

Proof. Since $B$ is a division ring, by Corollary 8.4, we know that $S$ automatically satisfies [GI] and [GH]. Thus by Lemma 10.1 with $f=1$, there exists $b \in B \backslash 0, g \in G$ with $s^{g} b=b s^{\varphi}$ for all $s \in S$. Since $b$ is a unit of $B$, conjugation by $b$ gives rise to an element $g_{0} \in G$ and we have $s^{\varphi}=b^{-1} s^{g} b=s^{g g_{0}}$.

Proposition 10. $G$ be an $N$-group of $X$-inner automorphisms of the prime rin: $R$ and let $S \supseteq \vdash^{\prime}$ " $f y$ [GI]. Suppose $\varphi: S \rightarrow R$ is an isomorphism into with $\varphi$ the identity on $R^{G}$. $1 / \cdots n$ is the restriction of some $g \in G$ if and only if $\varphi$ extends to an embedding $\varphi:\langle S, Z\rangle \rightarrow Q$ where $Z=\mathbb{C}_{B}(S)$.

Proof. It is clear that if $\varphi$ is the restriction of some $g \in G$, then $\varphi$ does indeed extend to an embedding $\varphi: \vdots S, Z\rangle \rightarrow Q$. Conversely suppose $\varphi:\langle S, Z\rangle \rightarrow Q$ exists and let $1=f_{1}+f_{2}+\cdots+f_{n}$ be a decomposition of 1 into orthogonal primitive idempotenss of $Z$. Since $S$ satisfies [GI] and since [GH] is automatically satisfied, Lemma 10.1 applies. Indeed since $G$ is $X$-inner, we conclude that for each $i$ there exists $b_{i} \in B$ with $s b_{i}=b_{i} s^{\varphi}$ for all $s \in S$ and $b_{i}=f_{i} b_{i}=b_{i} f_{i}^{\varphi} \neq 0$.

Now $f_{i}$ is a primitive idempotent of $Z$, so it follows that $l_{Z f_{i}}\left(b_{i}\right)$ contains no nonzero idempotents. Thus by Lemma 8.6(i), since $S b_{i}=b_{i} S^{\varphi}$, we conclude that $l_{Q}\left(b_{i}\right)=l_{Q}\left(f_{i}\right)$. Set $h=b_{1}+b_{2}+\cdots+b_{n} \in B$ and observe that $b f_{i}^{\varphi}=b_{i}$ since for $j \neq i$, $b_{j} f_{i}^{\varphi}=b_{j} f_{j}^{\varphi} f_{i}^{\varphi}=0$. Thus if $q b=0$ for some $q \in Q$, then $0=q b f_{i}^{\varphi}=q b_{i}$ and hence $0=q f_{i}$ by the above. But $I=\sum f_{i}$ so we have $q=0$ and $b$ is left regular in $Q$ and hence invertible in $B$. Finally by adding the equations $s b_{i}=b_{i} s^{\varphi}$ we conclude that $s b=b s^{\varphi}$ so $s^{\varphi}=b^{-1} s b$. Since conjugation by $b$ is an element of the N -group $G$, the result follows.

It is clear in the above that we need only assume that $\varphi$ can be extended to $\left\langle S, Z^{\prime}\right\rangle$ where $Z^{\prime}$ is a subring of $Z$ containing a full set of orthogonal primitive idempotents of $Z$.

## 11. Embeddings and minimal primes

Again let $G$ be an N -group of automorphisms of the prime ring $R$. If $\varphi: S \rightarrow \bar{S}$ is an isomorphism, then surely $\varphi$ maps the minimal primes of $S$ to those of $\bar{S}$. As we will see, these minimal primes play an important role in understanding the nature of $\varphi$.

Lemma 11.1. Let $S \subseteq R^{G}$ satisfy [GZ], [GI] and [GH]. Set $Z=\mathbb{C}_{B}(S), H=\mathscr{G}(R / S)$ and let $f_{1}, f_{2}, \ldots, f_{n}$ be the $H$-centrally primitive idempotents of $Z$. If $P_{i}=\operatorname{ann}_{S}\left(f_{i}\right)$, then
(i) The ideals $P_{1}, P_{2}, \ldots, P_{n}$ are the distinct minimal primes of $S$ and $P_{1} \cap P_{2} \cap \cdots \cap P_{n}=0$.
(ii) $\mathrm{ann}_{Z}\left(P_{i}\right)=Z f_{i}$.
(iii) If $f$ is any nonzero idempotent in $Z f_{i}$, then $\operatorname{ann}_{S}(f)=P_{i}$ and hence the map $s \rightarrow f s$ yields a natural isomorphism $S / P_{i} \simeq f S$.

Proof. By Proposition 7.3, $H$ is an $N$-subgroup of $G$ with algebra of the group $Z$. Furthermore, $S$ contains a two-sided ideal $K$ of $R^{H}=\bar{S}$ with $\mathrm{r}_{Q}(K)=l_{Q}(K)=0$. For each $i$, let $\bar{P}_{i}=\operatorname{ann}_{\bar{S}}\left(f_{i}\right)$ so that $P_{i}=\bar{P}_{i} \cap S$. Note that $K \nsubseteq \bar{P}_{i}$ since $K f_{i} \neq 0$. By Proposition 9.3, the ideals $\bar{P}_{i}$ are the distinct minimal primes of $\bar{S}$ and $\bigcap \bar{P}_{i}=0$. Thus certainly $\bigcap P_{i}=0$. Moreover from $K \bar{P}_{i} \subseteq \bar{P}_{i} \cap S=P_{i}$ and Lemma 9.2(i), we have $\operatorname{ann}_{Z}\left(P_{i}\right)=\operatorname{ann}_{Z}\left(\bar{P}_{i}\right)=Z f_{i}$ and hence the ideals $P_{i}$ are incomparible. $\mathrm{N}-$ ppose $s, t \in \mathbb{S}$ with $s S t \subseteq P_{i}$. Then $s K t \subseteq F_{i} \subseteq \bar{P}_{i}$ and since $K$ is an ideal of $\bar{F}$ ot contained in $\bar{P}_{i}$, we deduce that $s$ or $t$ is contained in $\bar{P}_{i} \cap S=P_{i}$. Henc: sach $P_{i}$ is prime. Finally if $f$ is a nonzero idempotent in $Z f_{i}$, then $\operatorname{ann}_{Z}\left(\operatorname{ann}_{S}(f)\right)$ is an $H$-invariant ideal of $Z$ containing $f$ so we conclude immediately that $\operatorname{ann}_{s}(f)=\operatorname{ann}_{S}\left(f_{i}\right)=P_{i}$ and the lemma is proved.

If $e$ is an idempotent in a semisimple Artinian ring $A$, then we define $\mathrm{rk}_{A} e$, the
rank of $e$, to be the composition length of $e A$. This is of course the maximum $m$ such that $e$ can be written as a sum of $m$ orthogonal idempotents and thus the rank is right-left symmetric.

Lemma 11.2. Let $A$ be a semisimple Artinian ring and let $e_{1}, e_{2}$ be idempotents in A. Suppose there exists $b \in A$ such that $b=e_{1} b=b e_{2}$ and assume that at least two of the three equalities $l_{A}\left(e_{1}\right)=l_{A}(b), \mathrm{r}_{A}\left(e_{2}\right)=\mathrm{r}_{A}(b), \mathrm{rk}_{A}\left(e_{1}\right)=\mathrm{rk}_{A}\left(e_{2}\right)$ are satisfied. Then there is $a$ unit $u \in A$ with $b=e_{1} u=u e_{2}$.

Proof. Certainly one of the two annihilator conditions is satisfied and by symmetry we may suppose that $l_{A}\left(e_{1}\right)=l_{A}(b)$. Now right multiplication by $b$ defines a left $A$ module homomorphism

$$
A e_{1} \rightarrow A e_{1} h=A b=A b e_{2} \subseteq A e_{2} .
$$

This map is one-to-one since if $\left(a e_{1}\right) b=0$, then $a e_{1} \in l_{A}(b)=l_{A}\left(e_{1}\right)$ and hence $a e_{1}=\left(a e_{1}\right) e_{1}=0$. We claim that the map is onto $A e_{2}$. Indeed if $\mathrm{rk}_{A}\left(e_{1}\right)=\mathrm{rk}_{A}\left(e_{2}\right)$, this is obvious since both $A e_{2}$ and the image of $A e_{1}$ have the same composition length. On the other hand if $\mathrm{r}_{A}\left(e_{2}\right)=\mathrm{r}_{A}(b)$, then $\mathrm{r}_{A}(A b)=\mathrm{r}_{A}\left(A e_{2}\right)$ and again, since $A$ is semisimple, we have $A b=A e_{2}$.
Thus $A e_{1} \simeq A e_{2}$ via multiplication by $b$ and by the Jordan-Holder theorem we also have $A\left(1-e_{1}\right) \simeq A\left(1-e_{2}\right)$. Combining these we have an isomorphism ${ }_{A} A={ }_{4} A$ and this of course must be achieved via right multiplication by a unit $u \in A$. Thus we have $e_{1} u=e_{1} b=b$ and $A\left(1-e_{1}\right) u=A\left(1-e_{2}\right)$. Hence

$$
u=1 u=e_{1} u+\left(1-e_{1}\right) u=b+a^{\prime}\left(1-e_{2}\right)
$$

for some $a^{\prime} \in A$ and then $u e_{2}=b e_{2}=b$.
Given the situation of Lemma 11.1, if $e_{i}$ is a centrally primitive idempotent of $Z$ contained in $Z f_{i}$, then we define $\operatorname{deg} P_{i}=\mathrm{rk}_{z} e_{i}$. Since all such $e_{i}$ are $H$-conjugate, this is well defined. Furthermore we let mult $P_{i}$, the maltiplicity of $P_{i}$, be the number of distinct $H$-conjugates of $e_{i}$. Thus clearly rk $\mathcal{j}_{i}^{r}=\left(\operatorname{deg} P_{i}\right)\left(\right.$ mult $\left.P_{i}\right)$ and

$$
\sum_{i}\left(\operatorname{deg} P_{i}\right)\left(\operatorname{mult} P_{i}\right)=\mathrm{rk}_{z}(1) .
$$

We now come to the main result on embeddings.
Theorem 11.3. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $S, \bar{S} \supseteq R^{G}$ both satisfy [GZ], [GI] and [GH]. Suppose $\varphi: S \rightarrow \bar{S}$ is an isomorphism which is the identity on $R^{G}$ and assume that $P$ and $\bar{P}=P^{\varphi}$ are corresponding minimal primes of $S$ and $\bar{S}$. Let e be a centrally primitive idempotent of $Z=\mathbb{C}_{B}(S)$ with $\mathrm{Pe}=0$ and let f be a primitive idempotent in Ze. Similarly let é be a centrally primitive idempotent of $\bar{Z}=\mathbb{C}_{B}(\bar{S})$ with $\bar{P} \bar{e}=0$ and let $\bar{f}$ be a primitive idempotent in $\bar{Z}$ e.
(i) There exists an element $g \in G$ such that $(f s)^{g}=f s^{\varphi}$ for all $s \in S$. Hence $g$ 'induces' the isomorphism $\varphi: S / P \rightarrow \bar{S} / \bar{P}$ via the combined map

$$
S / P=f S \xrightarrow{g} \bar{f} \bar{S}=\bar{S} / \bar{P} .
$$

(ii) $\left(\mathrm{rk}_{B} e\right) /(\operatorname{deg} P)=\left(\mathrm{rk}_{B} \bar{e}\right) /(\operatorname{deg} \bar{P})$.
(iii) If either $\operatorname{deg} P=\operatorname{deg} \bar{P}$ or $\mathrm{rk}_{B} e=\mathrm{rk}_{B} \bar{e}$, then there exists $g \in G$ with $(e s)^{g}=\bar{e} s^{\varphi}$ for all $s \in S$.

Proof. (i) By Lemma 10.1 there exists $b \in B, g \in G$ such that $b=f^{g} b \neq 0$ and $s^{g} b=b s^{\varphi}$ for all $s \in S$. Now $b \neq 0$ so there exists a primitive idempotent $\tilde{f}$ of $\bar{Z}$ with $b \tilde{f} \neq 0$. Since $\tilde{f}$ commutes with $s^{\varphi}$, we can now clearly replace $b$ by $b f$ and assume in addition that $b \vec{f}=b$. Observe that $S^{g} b=b \bar{S}$ and both $S^{g}$ and $\bar{S}$ satisfy [GI]. Thus since both $f^{g}$ and $\tilde{f}$ are primitive idempotents of $Z^{g}$ and $\bar{Z}$ respectively, we conclude from Lemma 8.6(i)(ii) that $l_{Q}(b)=l_{Q}\left(f^{g}\right)$ and $\mathrm{r}_{Q}(b)=\mathrm{r}_{Q}(\tilde{f})$. Lemma 11.2 applied to the semisimple algebra $B$ now implies that there is a unit $u \in B$ with $b=f^{g} u=u \tilde{f}$. Thus for all $s \in S$

$$
s^{g} f^{g} u=s^{g} b=b s^{\varphi}=u \tilde{s}^{\varphi}
$$

and hence $u^{-1} s^{g} f^{g} u=\tilde{f} s^{\varphi}$. But conjugation by the unit $u \in B$ corresponds to an element $g_{0}$ in the $N$-group $G$, so replacing $g$ by $g g_{0}$ yields $(s f)^{g}=\tilde{f} s^{\varphi}$.

Since $f$ annihilates $P$, it follows that $\tilde{f}$ annihilates $\bar{P}=P^{\varphi}$. But all such primitive idempotents of $\bar{Z}$ which annihilate $\bar{P}$ are in fact $\bar{H}$-conjugate, where $\bar{H}=\mathscr{G}(R / \bar{S})$. This follows since $\bar{H}$ transitively permutes the simple components in $\mathrm{ann}_{\mathcal{Z}}(\bar{P})$, by Lemma 11.1 (ii), and since, within ouch simple component, primitive idempotents are conjugate via units of $\bar{Z}$ and hence via elements of $\bar{H}$. Thus $\bar{f}=\tilde{f}^{h}$ for some $\bar{h} \in H$. Since $\bar{h}$ centralizes $\bar{S}$, we conclude that $(s f)^{g \bar{h}}=\left(\bar{f} s^{\varphi}\right)^{\hbar}=\bar{f} s^{\varphi}$ and (i) follows from Lemma 11.1 (iii).
(ii) Since the primitive idempotents of $e Z$ are all conjugate to $f$, we have $\mathrm{rk}_{B}(e)=\mathrm{rk}_{Z}(e) \cdot \mathrm{rk}_{B}(f)=\operatorname{deg} P \cdot \mathrm{rk}_{B}(f)$ and similarly $\mathrm{rk}_{B}(\bar{e})=\operatorname{deg} \tilde{F} \cdot \mathrm{rk}_{B}(\bar{f})$. However, as a consequence of (i) above, we have $f^{g}=\bar{f}$ and hence

$$
\mathrm{rk}_{B}(e) / \operatorname{deg} P=\mathrm{rk}_{B}(f)=\mathrm{rk}_{B}(\bar{f})=\mathrm{rk}_{B}(\bar{e}) / \operatorname{deg} \bar{P}
$$

(ii) In view of (ii), $\operatorname{deg} P=\operatorname{deg} \bar{P}$ if and only if $\mathrm{rk}_{B}(e)=\mathrm{rk}_{B}(\bar{e})$. Thus we can assume that the latter ranks are equal. Let $g \in G$ be as in (i) and define

$$
V=\left\{b \in B \mid e^{g} t=b, b \bar{e}=b, s^{g} b=b s^{\varphi} \text { for all } s \in S\right\}
$$

Then $V$ is clearly a unitary ( $Z^{g} e^{g}, \bar{Z} \bar{e}$ )-bimodule and $V \neq 0$ since $f^{g}=\bar{f} \in V$. Furthermore, $Z^{g} e^{g}$ and $\bar{Z} \bar{e}$ are simple Artinian rings, so it follows from Lemma 8.5 that there exists $b \in B$ with $l_{Z^{g} e^{g}}(b)=0$ or $r_{\bar{z} \bar{e}}(b)=0$. Again $S^{g} b=b \bar{S}$ and both $S^{g}$ and $\bar{S}$ satisfy [GI]. Thus we conclude from Lemma 8.6(i) or (ii) that either $l_{Q}(b)=l_{Q}\left(e^{g}\right)$ or $\mathrm{r}_{Q}(b)=\mathrm{r}_{Q}(\bar{e})$. Lemma 11.2 applied to the semisimple algebra $B$ now implies that there exists a unit $u \in B$ with $b=e^{g} u=u \bar{e}$. Since conjugation by $u$ corresponds to an
element $g_{0} \in G$ it follows easily as in (i) that $(s e)^{g g_{0}}=u^{-1}(s e)^{g} u=\bar{e} s^{\varphi}$ for all $s \in S$ ind the theorem is proved.

Note that if $\varphi: S \rightarrow \bar{S}$ is given, then it is not necessarily true that $\operatorname{deg} P=\operatorname{deg} \bar{P}$. Hence this hypothesis is certainly required in (iii) above. Now suppose that $Z$ and $\bar{Z}$ are simple so that $e=\bar{e}=1$. Since [GZ'] and [GI] imply [GH], by Lemma 8.7, we obtain immediately

Corollary 11.4. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $S, \bar{S} \supseteq R^{G}$ satisfy [GZ'] and [GI]. If $\varphi: S \rightarrow \bar{S}$ is an isomorphism which is the identity on $R^{G}$, then $\varphi$ is the restriction of some $g \in G$.

We will consider a number of examples in Section 13 which show that the above results, and in particular Theorem 11.3(iii), precisely indicate the extent to which $\varphi$ agrees with elements of $G$. One can of course assume a homogeneity condition on $\varphi$ to force the group elements $g$ so obtained, for each centrally primitive idempotent, to agree appropriately. However we will not pursue this idea further except to point out in the following lemma that the group elements need only agree modulo X -inners.

Lemma 11.5. Let $S, \bar{S} \supseteq R^{G}$ both satisfy [GZ]. [GI] and [GH] and let $\varphi: S \rightarrow \bar{S}$ be an isomorphism which is the identity on $R^{G}$. Suppose that for each minimal prime $P$ of $S$ we have $\operatorname{deg} P=\operatorname{deg} P^{\varphi}$ and mult $P=$ mult $P^{\varphi}$. Then there is a one-to-one correspondence $e_{i} \leftrightarrow \bar{e}_{i}$ between the centrally primitive idempotents $e_{i}$ of $Z=\mathbb{C}_{B}(S)$ and $\bar{e}_{i}$ of $\bar{Z}=\mathbb{C}_{B}(\bar{S})$ such that, for some $g_{i} \in G,\left(e_{i} s\right)^{g_{i}}=\bar{e}_{i} s^{\varphi}$ for all $s \in S$. Furthermore if the elements $g_{i}$ all agree modulo $G_{0}=G \cap \operatorname{Inn} R$, then $\varphi$ is the restriction of some $g \in G$.

Proof. Since the minimal primes of $S$ and $\bar{S}$ correspond, it follows from Lemma 11.1 (ii) and mult $P=$ mult $P^{\varphi}$ that the centrally primitive idempotents of $Z$ and of $\bar{Z}$ correspond. Furthermore from Theorem 11.3(iii) and $\operatorname{deg} P=\operatorname{deg} P^{\varphi}$, there exist group elements $g_{i}$ with $\left(e_{i} s\right)^{g_{i}}=\bar{e}_{i} s^{\varphi}$ for all $s \in S$. Finally suppose all $g_{i}$ agree with $g \in G$ modulo $G_{0}$. Then there exist units $b_{i} \in B$ with

$$
\bar{e}_{i} s^{\varphi}=\left(e_{i} s\right)^{g_{i}}=b_{i}^{-1}\left(e_{i} s\right)^{g} b_{i}
$$

so $\left(b_{i} \bar{e}_{i}\right) s^{\varphi}=s^{g}\left(e_{i}^{g} b_{i}\right)$. In particular $b_{i} \bar{e}_{i}=e_{i}^{g} b_{i}$.
Now let $b=\sum_{i} b_{i} \bar{e}_{i} \in B$. Then $b s^{\varphi}=s^{g} b$ for all $s \in S$ and $b$ is a unit of $B$. Indeed, for the latter, if $q b=0$, then

$$
0=q b \bar{b}_{j}=q b_{j} \bar{e}_{j}=q e_{j}^{g} b_{j}
$$

and hence $0=q e_{j}^{g}$. But $1=\sum e_{j}^{g}$, so $q=0$ and therefore $b$ is left regular and hence a unit in the finite-dimensional algebra $B$. Thus conjugation by $b$ gives rise to an element $g_{0} \in G$ and we conclude that $s^{\varphi}=b^{-1} s^{g} b=s^{g g_{0}}$ so $\varphi$ is the restriction of $g g_{0} \in G$.

## 12. Almost normal subgroups

In this section we use the results on extensions of automorphisms to study normal and, more generally, almost normal subgroups of $G$. Again $R$ is a prime ring and $G$ is an N -group of automorphisms of $R$ unless otherwise indicated. Recall that $H \subseteq G$ is an F-subgroup if $H$ is an N -subgroup of $G$ with $B(H)$, the algebra of the group of $H$, a simple ring.

Proposition 12.1. Let $H$ be an $F$-subgroup of $G$ and let $K=\mathbb{N}_{G}(H)$. Then $R^{H}$ is a prime ring and $\mathscr{G}\left(R^{H} / R^{G}\right)=K / H$.

Proof. Proposition 9.3 implies that $R^{H}$ is prime. If $g \in G$, then $\left(R^{H}\right)^{g}=R^{H^{g}}$, so $g$ stabilizes $R^{H}$ if and only if $g \in K$. In particular $K$ acts on $R^{H}$ and fixes $R^{G}$ so the restriction map yields a homomorphism of $K$ into $\mathscr{G}\left(R^{H} / R^{G}\right)$. Observe that $\mathscr{G}\left(R / R^{H}\right)=H$, by Theorem 4.3, so the kernel of this homomorphism is $H$. Furthermore since $H$ is an F-group, $R^{H}$ satisfies [GZ'] and [GI] and hence, by Corollary 11.4, every automorphism of $R^{H}$ fixing $R^{G}$ is the restriction of some $g \in G$. But then $g$ stabilizes $R^{H}$ so $g \in K$ and the homomorphism is onto.

Several natural questions now arise in the above situation. First, when is $R^{G}$ the fixed ring of $\mathscr{G}\left(R^{H} / R^{G}\right)$ and second, when is this group an N -group of automorphisms of the prime ring $R^{H}$. We consider these in the remainder of this section.

If $A$ is a ring we let $\operatorname{usp}(A)$ denote the linear span of its units. It is clear that $\operatorname{usp}(A)$ is a subring of $A$ with the same 1.

Lemma 12.2. Let $A$ be an Artinian ring. Then $A$ is semisimple if and only if $\operatorname{usp}(A)$ is semisimple.

Proof. If $A$ is semisimple, then $A=\oplus A_{i}$ is a direct sum of simple rings. If no $A_{i}$ is $\mathrm{GF}(2)$, then it follows easily that $\mathrm{usp}(A)=A$. On the other hand if some $A_{i}$ is $\mathrm{GF}(2)$, then $\operatorname{usp}(A) \simeq \oplus^{\prime} A_{i}$ where ' indicates that all but one $\mathrm{GF}(2)$ summand is deleted. Conversely suppose usp $(A)$ is semisimple and let $J$ be the radical of $A$. Then $1+J \subseteq \operatorname{usp}(A)$ implies that $J \subseteq \operatorname{usp}(A)$ and hence that $J=0$.

Again let $H$ be an F-subgroup of $G$. Then $K / H=\mathscr{G}\left(R^{H} / R^{G}\right)$ and we now describe the algebra of the group of $K / H$.

Lemma 12.3. Let $H$ be an $F$-subgroup of $G$ and let $K=\mathbb{N}_{G}(H)$. Then $B_{R^{H}}(K / H)=$ $\operatorname{usp}\left(B^{H}\right)$ where $B=B(G)$. Furthermore this is a finite-dimensional algebra over the extended centroid of $R^{H}$ and every unit of this algebra gives rise to an $X$-inner auiomorphism of $R^{H}$.

Proof. By Proposition 9.6 applied to $H$, we have $Q_{0}\left(R^{H}\right)=Q_{0}(R)^{H}$ and thus
$B^{H} \subseteq Q_{0}\left(R^{H}\right)$. Observe that if $q$ is a unit of $B^{H}$, then $q^{-1} R^{H} q \subseteq R$ and, since the left hand side is fixed by $H$, we have $q^{-1} R^{H} q \subseteq R^{H}$. Thus each such $q$ gives rise to an X-inner automorphism of $R^{H}$ fixing $R^{G}$. In view of Proposition 12.1 this yields $\operatorname{usp}\left(B^{H}\right) \subseteq B_{R^{H}}(K / H)$.

Conversely let $q \in Q_{0}\left(R^{H}\right)=Q_{0}(R)^{H}$ be a unit which gives rise to an automorphism of $R^{H}$ fixing $R^{G}$. Then $q \in B$, by Proposition 4.1, so $q \in B \cap Q_{0}(R)^{H}=B^{H}$. Since $q$ is a unit we have $q \in \operatorname{usp}\left(B^{H}\right)$ and the reverse inclusion is proved. Finally observe that $H_{0}=H \cap \operatorname{Inn} R$ centralizes the extended centroid $C$ of $R$ so the finite group $H / H_{0}$ acts on this field. Thus $C$ is finite-dimensionall over $C^{H}$ and hence so is $B$. But clearly $C^{H} \subseteq Q_{0}\left(R^{H}\right)$ is contained in the extended centroid of $R^{H}$ so the result follows.

We now formally begin the proof of Theorem D and we fix notation for the remainder of this section. Thus we let $H$ be an $F$-subgroup of $G: K=\mathbb{N}_{G}(H)$ and $Z=B(H)$. By assumption, $Z$ is simple and we let $T$ denote its center.

Lemma 12.4. Let $\mathscr{H}$ be the group of units of $B$ which give rise to aut:omorphisms of $K$ and let $\mathscr{H}$ denote the group of units of $Z$.
(i) If $h \in H$ and $k \in \mathscr{K}$, then $k^{h}=k z$ for some $z \in \mathscr{H}$.
(ii) $\mathscr{H} \triangleleft \mathscr{K}$ and $\mathscr{H}\left(\mathscr{K} \cap B^{H}\right)$ is a subgroup of $\mathscr{K}$ of finite index.

Proof. (i) Since $k \in B, k^{-1} k^{h}$ is a unit of $B$. Furthermore since $k$ gives rise to an clement of $K=\mathbb{N}_{G}(H)$, we see that, in its action on $R, k^{-1} k^{h}=k^{-1} h^{-1} k h$ is an element of $H$. Thus this unit $k^{-1} k^{h}$ must belong to $B(H)=Z$.
(ii) Since $H$ is an $N$-subgroup of $G$, all units of $Z$ give rise to automorphims in $H$ and hence in $K$. Thus $\mathscr{H}$ is a subgroup of $\nVdash$ and in fact $\# \triangleleft . *$ since $H \triangleleft K$. This implies that $\mathscr{H}\left(\mathscr{K} \cap B^{H}\right)$ is a subgroup of $\mathscr{K}$. Now $\mathscr{\not}$ acts on $Z$ by conjugation and hence also on $T$, the center of $Z$. Since $T$ is a finite field extension of $C$ and $\times$ centralizes $C$, we conclude that $\mathscr{K}_{1}=\mathscr{K} \cap \mathbb{C}_{B}(T)$ has finite index in $\pi^{*}$. Thus it suffices to show that $\mathscr{H}\left(\mathscr{K} \cap B^{H}\right)$ has finite index in $\mathscr{K}_{1}$.

Let $k \in \mathscr{K}_{1}$. Then conjugation by $k$ yields an automorphism of the simple finite dimensional algebra $Z$ which fixes the center of $Z$. By the Skolem-Noether theorem, this automorphism must be inner on $Z$. Thus there exists $z \in \mathscr{H}$ such that $z^{-1} k$ centralizes $Z$. We have therefore shown that $\mathscr{K}_{1}=\mathscr{H} \mathscr{X}_{2}$ where $\mathscr{K}_{2}=\mathscr{x}^{\prime} \cap \mathbb{C}_{B}(Z)$ and thus it suffices to show that $\left[\mathscr{K}_{2}: T^{\circ}\left(\mathscr{\not} \cap B^{H}\right)\right]<\infty$. Here $T^{\circ}$ denotes the multiplicative group of $T$ and clearly $T^{\circ}=\mathscr{H} \cap \mathscr{K}_{2}$. Note that $H$ acts on $B, Z$ and $T$ and that $H_{0}=H \cap \operatorname{Inn} R$ acts trivially on $T$. Thus if $L=\mathbb{C}_{H}(T)$, then $L \supseteq H_{0}$ so $H / L<\infty$. Furthermore, since $H \subseteq K$ it is clear that $H$ acts on $x^{\prime}$ and then on $x_{2}$. Our goal is to show that $\left[\mathscr{K}_{2}: \mathscr{K} \cap B^{L}\right]<\infty$ and then that $\mathscr{K}^{\prime} \cap B^{l}=T^{\circ}\left(x^{\prime} \cap B^{H}\right)$. This will surely prove the result.

Observe that $H_{0}$ centralizes $\mathscr{K}_{2}$ so that the finite group $L / H_{0}$ acts on $x_{2}$. Fix $h \in L$ and, for each $k \in \mathscr{K}_{2}$ write $k^{h}=k \lambda(k)$ where $\lambda(k) \in \notin$ by (i) above. Since $k^{h}, k \in \mathscr{K}_{2}$ we see that $\lambda(k) \in \mathscr{H} \cap \cdot \mathscr{K}_{2}=T^{\circ}$ and thus $\lambda$ is a map from $\mathscr{N}_{2}$ to $T^{\circ}$. In-
deed if $k_{1}, k_{2} \in \mathscr{K}_{2}$ then, since $\mathscr{K}_{2}$ centralizes $T^{\circ}$. we have

$$
\begin{aligned}
k_{1} k_{2} \lambda\left(k_{1} k_{2}\right) & =\left(k_{1} k_{2}\right)^{h}=k_{1}^{h} k_{2}^{h} \\
& =k_{1} \lambda\left(k_{1}\right) k_{2} \lambda\left(k_{2}\right)=k_{1} k_{2} \lambda\left(k_{1}\right) \lambda\left(k_{2}\right)
\end{aligned}
$$

and $\lambda: \mathscr{H}_{2} \rightarrow T^{\circ}$ is actually a linear character. Furthermore since $h \in L$ acts trivially on $T^{\circ}$ we have easily $k^{h^{m}}=k \lambda(k)^{m}$ for all integers $m$. But $\left|L / H_{0}\right|<\infty$, so $h^{n} \in H_{0}$ for some $n \geq 1$ and thus $\lambda$ is a homomorphism from $\mathscr{K}_{2}$ into the finite group of $n$-th roots of unity in $T$. We conclude therefore that $h$ centralizes a subgroup of finite index in $\mathscr{K}_{2}$ namely the kernel of $\lambda$. Since this is true for each element $h \in L$ and since $L / H_{0}$ is finite, we deduce that $\left[\mathscr{K}_{2}: \mathscr{K} \cap B^{L}\right]<\infty$.

Finally observe that $\mathscr{K}^{\prime} \cap B^{L} \supseteq T^{\circ}\left(\not \mathscr{K}^{\mathscr{\prime}} \cap B^{H}\right)$ and fix $k \in \mathcal{K}^{\prime} \cap B^{L}$. Then for each $h \in H$ we have, by (i) above, $k^{h}=k \mu(h)$ where $\mu(h) \in \mathscr{H}$. Again since $k^{h}, k \in \mathscr{K}_{2}$ we see that $\mu(h) \in \mathscr{H} \cap \mathscr{K}_{2}=T^{\circ}$ and thus $\mu$ is a map from $H$ to $T^{\circ}$. Indeed since $L$ acts trivially on $k \in \nVdash \cap B^{L}, \mu$ is actually a map from the finite group $H / L$ to $T^{\circ}$. Next suppose $h_{1}, h_{2} \in H$. Then

$$
k \mu\left(h_{1} h_{2}\right)=k^{h_{1} h_{2}}=\left(k \mu\left(h_{1}\right)\right)^{h_{2}}=k \mu\left(h_{2}\right) \mu\left(h_{1}\right)^{h_{2}}
$$

so $\mu$ satisfies Noether's equation $\mu\left(h_{1} h_{2}\right)=\mu\left(h_{1}\right)^{h_{2}} \mu\left(h_{2}\right)$. Therefore by the above remarks and the fact that $H / L$ acts faithfully on the field $T$, we conclude that $\mu$ is a trivial crossed homomorphism. In other words, there exists $t \in T^{\circ}$ with $\mu(h)=t / t^{h}$ for all $h \in H$. But then $k^{h}=k \mu(h)=k t / t^{h}$ implies that $k t \in \mathscr{K} \cap B^{H}$ and hence that $k=t^{-1} k t \in T^{\circ}\left(\mathscr{K} \cap B^{H}\right)$. Thus $\mathscr{K} \cap B^{L}=T^{\circ}\left(\mathscr{K} \cap B^{H}\right)$ and, as indicated above, this completes the proof.

Lemma 12.5. $\boldsymbol{B ( K )}$ is semisimple if and only if $\mathrm{usp}\left(B^{H}\right)$ is semisimple.
Proof. It is clear that $A=\operatorname{usp}\left(B^{H}\right)$ is a subalgebra of $B(K)$.
Suppose first that $B(K)$ is semisimple and let $J$ be the radical of $A$. Then $J$ is a characteristic nilpotent ideal of the finite-dimensional algebra $A$. Now if $k$ is a unit of $B(K)$ giving rise to an element of $K$, then $K=\mathbb{N}_{G}(H)$ implies that $k^{-1}\left(B^{H}\right) k=B^{H}$ and hence that $k^{-1} J k=J$. Since $B(K)$ is spanned by such elements $k$, it follows that $J \cdot B(K)=B(K) \cdot J$ is a two-sided ideal of $B(K)$ which is clearly also nilpotent. Thus since $B(K)$ is semisimple, we have $J=0$.

Conversely suppose $A$ is semisimple and let $I$ be the radical of $B(K)$. Then since $H \subseteq K$ we see that $B(K)$ and hence $I$ is $H$-invariant. Moreover $Z=B(H) \subseteq B(K)$. Suppose $k$ is a unit of $B(K)$ giving rise to an element of $K$. Then $k^{-1} Z k=Z$ impies that $k Z$ is a $(Z, Z)$-subbimodule of $B(K)$. Moreover $Z$ is a simple ring and $k$ is a unit so $k Z$ is therefore a simple $(Z, Z)$-bimodule. Since $B(K)$ is the linear span of all such $k$, we see that $B(K)=\Sigma_{k} k Z$ and hence that $B(K)=\oplus k_{i} Z$, a direct sum of certain of these simple subbimodules.

Now suppose $I \neq 0$. For each $w \in I \backslash 0$ and direct sum $B(K)=\oplus k_{i} Z$ as above, we look at the number of nonzero components of $w$ written in this decomposition. We
now choose $w$ and the decomposition $B(K)=\oplus k_{i} Z$ so that this number, say $n$, is minimal. In particular if we write $w=\sum k_{i} z_{i}$ with $z_{i} \in Z$, then precisely $n$ of the $z_{i}$ are nonzero and say $z_{1} \neq 0$. Now $\oplus k_{1}^{-1} k_{i} Z$ is aiso a decomposition of $B(K)$ and, in this decomposition, $\sum k_{1}^{-1} k_{i} z_{i}=k_{1}^{-1} w \in I$ has the same parameter $n$. Thus we can replace $w$ by $k_{1}^{-1} w$ if necessary and assume that $k_{1}=1$. Next, since $Z$ is a simple ring we have $1 \in Z z_{1} Z$. Thus since each $k_{i} Z$ is a $(Z, Z)$-bimodule, we can clearly replace $w$ by a suitable element of $Z w Z \subseteq I$ to further assume that $z_{1}=1$.

Finally, we observe from Lemma 12.4(i) that each $k Z$ is $H$-invariant. Thus if $h \in H$, then since $k_{1} z_{1}=1$, we see that $w^{h}-w \in I$ has at most $n-1$ nonzero components in the decomposition $B(K)=\oplus k_{i} Z$. By the minimality of $n$, we conclude that $w^{h}=w$ for all $h \in H$ so $w \in B^{H}$. Furthermore $w$ is nilpotent so $!+w$ is a unit of $B^{H}$ and hence $w \in \operatorname{usp}\left(B^{H}\right)=A$. We have therefore shown that $I \cap A \neq 0$. But $A \subseteq B(K)$ so $I \cap A$ is a nilpotent ideal of the semisimple ring $A$ and we obtain the necessary contradiction.

In view of Lemma 12.2 and the above, we see that $B(K)$ is semisimple if and only if $B^{H}$ is semisimple.

We recall some definitions from Section 1 as applied to the present situation. If $K$ is an M -subgroup of $G$, then $K$ can be completed to an N -subgroup $\bar{K}$ of $G$ by adjoining to $K$ the action of all units of $B(K)$. Thus clearly $B(K)=B(\bar{K})$ and furthermore $R^{K}=R^{K}$ since any element of $R$ fixed by $K$ is fixed by all units of $B(K)$. We say that $H$ is almost normal in $G$ if for $K=\mathbb{N}_{G}(H)$ we have $\bar{K}=G$. Finally $R^{H} / R^{\prime}$ is N -group Galois if $\mathscr{(}\left(R^{H} / R^{G}\right)$ is an N -group of automorphisms of the prime ring $R^{H}$ with fixed ring equal to $R^{G}$. We now prove Theorem $\mathbb{D}$.

Theorem 12.6. Let $G$ be an $N$-group of automorphisms of the prime ring $R$ and let $H$ be an $F$-subgroup of $G$. Then $R^{H}$ is $N$-group Galois over $R^{G}$ if and only if $H$ is almost normal in $G$.

Proof. Suppose first that $R^{H}$ is $N$-group Galois over $R^{G}$. Then usp $\left(B^{H}\right)$ is semisimple by Lemma 12.3 and hence so is $B(K)$ by Lemma 12.5. Thus $K$ is an M-subgroup of $G$ and we let $\bar{K}$ denote its completion. In particular $\bar{K}$ is an N -subgroup of $G$ with $R^{K}=R^{K}$. Now by assumption and Proposition 12.1, we have

$$
R^{G}=\left(R^{H}\right)^{K / H}=R^{K}=R^{\hat{R}} .
$$

Thus Theorem 4.3 applied to $\tilde{K}$ yields $\tilde{K}=G$ and $H$ is almost normal.
Conversely, suppose $H$ is almost normal in $G$. In particular, $B\left(K^{\kappa}\right)=B$ is sumisimple and hence so is $\operatorname{usp}\left(B^{H}\right)$ by Lemma 12.5. Thus by Lemma 123 , $B_{R^{H}}(K / H)=\operatorname{usp}\left(B^{H}\right)$ is a semisimple finite-dimensional algebra over the extendec centroid of $R^{H}$ and every unit of this algebra gives rise to an X -inner automorphism of $R^{H}$. Moreover, since $G$ is the completion of $K$ we have

$$
\left(R^{H}\right)^{K / H}=R^{K}=R^{G} .
$$

It remains to show that the X-inner automorphisms have finite index in $K / H$.
We now apply the notation and result of Lemma 12.4(ii). Then $\left[. \mathscr{K}: \not \mathscr{H}\left(\mathscr{K}^{\prime} \cap B^{H}\right)\right]<\infty$ and this implies that $\left[K_{0}: H_{0} K_{1}\right]<\infty$ where $K_{0}=K \cap \ln n$, $H_{0}=H \cap \operatorname{Inn} R$ and where $K_{1}$ is the image of $\not \mathscr{X} \cap B^{H}$ in $\operatorname{Aut}(R)$. But, by Lemma 12.3, every element of $K_{1}$ gives rise to an X-inner automorphism of $R^{H}$. Hence since $\mathscr{G}\left(R^{H} / R^{G}\right)=K / H$ and $\left[K: K_{0}\right]<\infty$ we conclude that the X-inner automorphisms in $\mathscr{G}\left(R^{H} / R^{G}\right)$ are indeed a subgroup of finite index and the theorem is proved.

We remark that normal F-subgroups are rather scarce while almost normal ones are plentiful. For example suppose $G$ is an X -inner F -group so that $B$ is simple. Since the group of units of $B$ is a general linear: group and hence close to simple, we see that $G$ has few normal subgroups. On the other hand, suppose $H$ is an F-subgroup of $G$ with $Z=B(H)$ having the same center $T$ as that of $B$. Then it follows that $B=Z \otimes_{T} \mathbb{C}_{B}(Z)$. Hence if $\mathbb{C}_{B}(Z)$ is spanned by its units and $K=\mathbb{N}_{G}(H)$, we conclude that $B(K)=B$ so $H$ is almost normal in $G$.

## 13. Examples

In this final section we discuss a few interesting examples. In all cases, $R$ is a matrix ring over a domain and in fact the domain is either a field $K$ or a noncommutative free algebra. We note that if $F=K\left\langle x_{1}, x_{2}, \ldots\right\rangle$ is such an algebra, then $F$ is a domain with extended centroid $K$ and with no nonidentity X -inner automorphisms.

We begin with three examples related to the existence of trace forms, the third one being due to G.M. Bergman. Recall that the dual group $B^{*}=\operatorname{Hom}(B, C)$ is a right $B$-module.

Example 13.1. Let $R=M_{n}(K)$ and let $G=\mathrm{GL}_{n}(K)$. Then $B=M_{n}(K)$ and the map $\theta: B^{*} \rightarrow B$ defined by $\theta\left(e_{i j}^{*}\right)=0$ for $j \neq 1$ and $\theta\left(e_{i 1}^{*}\right)=e_{1 i}$ is a $B$-module homomorphism. Here of course $\left\{e_{i j}\right\}$ is the set of matrix units of $B$ and $\left\{e_{i j}^{*}\right\}$ is the cual basis of $B^{*}$. As in Lemma 2.3, $\theta$ yields the well known trace form $\tau(x)=\sum_{i} e_{i 1} x e_{1 i}$.

Example 13.2. Let $R=M_{2}(K)$ with char $K=p>2$ and let $G$ be the group of inner automorphisms generated by

$$
\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

Then $|G|=2 p$ and $B$ is the 3 -dimensional $K$-algebra spanned by $e_{11}, e_{22}$ and $e_{12}$. In particular, $B$ is not semisimple so $G$ is not an $M$-group. Observe that the map $\theta: B^{*} \rightarrow B$ given by $\theta\left(e_{11}^{*}\right)=0, \theta\left(e_{22}^{*}\right)=e_{12}$ and $\theta\left(e_{12}^{*}\right)=e_{11}$ defines a right $B$-module homomorphism. As in Lemma 2.3, this gives rise to a nontrivial trace form $\tau(x)=e_{22} x e_{12}+e_{12} x e_{11}$.

Example 13.3. Suppose $F=K\langle x, y\rangle$ where char $K=p\rangle 2$, let $R=M_{2}(F)$ and let $G$ be the finite group of inner automorphisms generated by

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
1 & y \\
0 & 1
\end{array}\right)
$$

Then $|G|=2 p^{2}$ and $R^{G}=K$, embedded as scalars. Furthermore, the algebra of the group $B$ is the 4-dimensional $K$-algebra spanned by $e_{11}, e_{22}, x e_{12}$ and $y e_{12}$. It is easy to verify directly that there is no nonzero $B$-module homomorphism $\theta: B^{*} \rightarrow B$. Alternately let $I$ be the ideal of $R$ generated by $x$ and $y$. Then $I \neq 0$ is $G$-invariant, but $I \cap R^{G}=I \cap K=0$. Hence the nonexistence of $\theta$ follows from Lemmas 2.3 and 4.6.

The next two examples concern the independence of the four Galois subring conditions, the second being due to Teichmüller. We could of course offer numerous examples to cover other possibilities, but these are the only really interesting cases.

Example 13.4. Let $K=\mathrm{GF}(2), R=M_{2}(K), G=\mathrm{GL}_{2}(K) \simeq \mathrm{Sym}_{3}$ and let $S$ be the diagonal subring of $R$. Then $G$ is an N -group of inner automorphisms, $S \supseteq R^{G}=K$ and $Z=\mathbb{C}_{B}(S)=S$. Furthermore, $S$ satisfies [GI], [GH], [GC] and $Z$ is semisimple. However, in spite of Theorem 7.4, we have $H=\mathscr{S}(R / S)=\langle 1\rangle$ and $S \neq R^{H}=R$. What fails here, of course, is that $Z$ is not spanned by its units.

Example 13.5. Let $\sigma$ be an automorphism of $K$ of finite order $r \geq 3$ and let $k=K^{\langle\sigma\rangle}$. Set $R=M_{2}(K)$ and let $G=\left\langle\mathrm{GL}_{2}(K), \sigma\right\rangle$. Then $G$ is an N -group of automorphisms with $B=M_{2}(K)$ and $R^{G}=k$. Now let $S=\left\{\operatorname{diag}\left(a, a^{\sigma}\right) \mid a \in K\right\}$. Then $S \supseteq R^{G}, Z=\mathbb{C}_{B}(S)$ is the ring of diagonal matrices and $S=K$. Thus $S$ satisfies [GZ], [GC] and, with a little checking, [GI]. On the other hand, since $\sigma$ has order $\geq 3$, it follows easily that $H=\mathscr{G}(R / S)$ is inner and hence that $R^{H}=Z>S$. In view of Theorem 7.4 this of course implies that $S$ does not satisfy Galois homogeneity and indeed with $b=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right) \in B$ we have $b s=s^{\sigma} b$ for all $s \in S$ but $\sigma \notin H G_{0}$.

This also gives rise to the following observation. The subring $K$, embedded as scalars, is the fixed ring of $\mathrm{GL}_{2}(K)$ and hence satisfies [GI] and [GH]. Furthermore the map $\varphi: K \rightarrow S$ defined by $a \rightarrow \operatorname{diag}\left(a, a^{\sigma}\right)$ is an isomorphism which is the identity on $R^{G}$. But $S=K^{\varphi}$ does not satisfy [GH].

The following two examples show that certain embeddings $\varphi: S \rightarrow \bar{S}$ cannot extend to elements of $G$. The first one fails because the degrees of the corresponding minimal primes do not agree. The second one fails because $\varphi$ is defined 'differently' on the distinct factors $S / P$.

Example 13.6. Let $R=M_{4}(K)$ and $G=\mathrm{GL}_{4}(K)$ so that $R^{G}=K$. Set

$$
S=\{\operatorname{diag}(a, a, b, b) \mid a, b \in K\} \quad \text { and } \quad \bar{S}=\{\operatorname{diag}(a, b, b, b) \mid a, b \in K\}
$$

so that $S$ is the fixed subring of $\mathrm{GL}_{2}(K) \times \mathrm{GL}_{2}(K)$ and $S$ is the fixed subring of $\mathrm{GL}_{1}(K) \times \mathrm{GL}_{3}(K)$. Now $\varphi: S \rightarrow S$ given by $\varphi: \operatorname{diag}(a, a, b, b) \rightarrow \operatorname{diag}(a, b, b, b)$ is surely an isomorphism which is the identity on $R^{G}$. But $\varphi$ cannot extend to an element of $G$ since $\mathbb{C}_{R}(S)$ and $\mathbb{C}_{R}(\bar{S})$ are not isomorphic. Indeed the minimal primes of $S$ have degrees 2,2 while those of $\bar{S}$ have degrees 1,3 .

Example 13.7. Let $\sigma \neq 1$ be an automorphism of $K$ of finite order and let $k=K^{(\sigma)}$. Set $R=M_{2}(K)$ and $G=\left\langle\mathrm{GL}_{2}(K), \sigma\right\rangle$ so that $R^{G}=k$. If $S$ is the subring of diagonal matrices, then $S$ is the fixed subring of $\mathrm{GL}_{1}(K) \times \mathrm{GL}_{1}(K)$. Now define $\varphi: S \rightarrow S$ by $\varphi: \operatorname{diag}(a, b) \rightarrow \operatorname{diag}\left(a^{\sigma}, b\right)$. It is easy to verify that $\varphi$ cannot extend to an element $g \in G$. In essence, $\varphi$ extends to two different elements, one for each of the two prime factor rings $S / P$.

The remaining two examples show that $\varphi$ need not be exiendible to an element of $G$ even if $S$ is prime and $\varphi$ extends to $\langle S, Z\rangle$.

Example 13.3. Let $F=K\langle x, y, z\rangle$ be the free algebra over $K \neq \mathrm{GF}(2)$ with generators $x, y, z$ and let $\mathrm{Sym}_{3}$ act on $F$ by permuting these generators. For definiteness take $\sigma$ and $\tau$ to be the transpositions $\sigma=(x y)$ and $\tau=(y z)$. Now suppose $R=M_{2}(F)$ and let $G=\mathrm{GL}_{2}(K) \times \mathrm{Sym}_{3}$ act on $R$. Then $R^{G}=F^{\left\langle\mathrm{Sym}_{3}\right\rangle}, C=K$ and hence $B=M_{2}(K)$.

Now let $H$ be the subgroup of $G$ generated by $\mathrm{GL}_{1}(K) \times \mathrm{GL}_{1}(K)$, the diagonal elements in $\mathrm{GL}_{2}(K)$, and the automorphism $\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right) \sigma$ of order 2. Then $S=R^{H}=$ $\left\{\operatorname{diag}\left(a, a^{\sigma}\right) \mid a \in F\right\}$ and $Z=\mathbb{C}_{B}(S)$ is the set of diagonal matrices in $M_{2}(K)$. Observe that $H$ interchanges the two idempotents $e_{11}, e_{22} \in Z$, so $Z$ is $H$-simple.

Define $\varphi: S \rightarrow S$ by $\operatorname{diag}\left(a, a^{\sigma}\right) \rightarrow \operatorname{diag}\left(a^{\tau}, a^{\tau \sigma}\right)$. Observe that this is an isomorphism which is the identity on $R^{G} \subseteq S$. Furthermore $\varphi$ can clearly extend to $\varphi:\langle S, Z\rangle \rightarrow\langle S, Z\rangle$ by defining $\varphi$ to be the identity on $Z$. In view of Theorem 11.3, there exist group elements $g_{1}, g_{2} \in G$ with $\left(e_{i i} s\right)^{g_{i}}=e_{i i} s^{\varphi}$; in fact we can clearly take $g_{1}=\tau$ and $g_{2}=\sigma^{-1} \tau \sigma$. On the other hand, $1 \in Z$ is the unique $H$-centrally primitive idempotent of $Z$ and there do $\epsilon$ not exist $g \in G$ with $s^{g}=s^{\varphi}$ for all $s \in S$. Indeed suppose $s^{g}=s^{\varphi}$ where $g=g_{0} \lambda$ with $g_{0} \in \mathrm{GL}_{2}(K)$ and $\lambda \in \mathrm{Sym}_{3}$. Then since $K$ is central, $g_{0}$ preserves matrix traces, and we have

$$
a^{\lambda}+a^{\sigma \lambda}=\left(a+a^{\sigma}\right)^{\lambda}=a^{\tau}+a^{\tau \sigma}
$$

for all $a \in F$. But this yields a vanishing trace form and $\mathrm{Sym}_{3}$ is X -outer on $F$. Thus this form must be trivial. In particular we have $\lambda=\sigma \lambda, \tau$ or $\tau \sigma$ and by considering each in turn, using $\sigma \neq 1$ and $\sigma \tau \neq \tau \sigma$, we get a contradiction.

Example 13.9. We modify the above slightly and start with $F=K\langle x, y, u, v\rangle, \sigma=(x y)$ and $\tau=(u v)$. Then $G=\mathrm{GL}_{2}(K) \times\langle\sigma, \tau\rangle$ acts on $R=M_{2}(F)$ with $B=M_{2}(K)$ and $R^{G}=F^{\langle\sigma, \tau\rangle}$. Again let

$$
H=\left\langle\mathrm{GL}_{1}(K) \times \mathrm{GL}_{1}(K),\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) \sigma\right\rangle
$$

and let

$$
\bar{H}=\left\langle\mathrm{GL}_{1}(K) \times \mathrm{GL}_{1}(K),\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) \tau\right\rangle .
$$

Then $S=R^{H}=\left\{\operatorname{diag}\left(a, a^{\sigma}\right) \mid a \in F\right\}$ and $\bar{S}=R^{F}=\left\{\operatorname{diag}\left(a, a^{\tau}\right) \mid a \in F\right\}$. Clearly $Z=\bar{Z}$ is the set of diagonal matrices in $M_{2}(K)$ and this ring is both $H$ - and $\bar{H}$-simple. Now define $\varphi: S \rightarrow \bar{S}$ by $\operatorname{diag}\left(a, a^{\sigma}\right) \rightarrow \operatorname{diag}\left(a, a^{\tau}\right)$. This $\varphi$ is an isomorphism which is the identity on $R^{G}$. Furthermore $\varphi$ can be extended to an isomorphism $\varphi:\langle S, Z\rangle \rightarrow$ $\langle\bar{S}, \bar{Z}\rangle$ by defining $\varphi$ to be the identity on $Z$.

Here we claim that there is no $g \in G$ with $S^{g}=S^{\varphi}=\bar{S}$. More generally suppose $J^{g} \subseteq \bar{S}$ where $g=g_{0} \lambda$ with $g_{0} \in \mathrm{GL}_{2}(K), \lambda \in\langle\sigma, \tau\rangle$ and where $J$ is an ideal of $S$. Then we show that $J=0$. Observe that $J=\left\{\operatorname{diag}\left(a, a^{\sigma}\right) \mid a \in I\right\}$ for some ideal $I$ of $F$ and hence for each $a \in I$ we have

$$
\operatorname{diag}\left(a, a^{\sigma}\right)^{g_{0} \lambda}=\operatorname{diag}\left(b, b^{\tau}\right)
$$

for some $b \in F$. Taking traces as before, this yields $\left(a+a^{\sigma}\right)^{i}=b+b^{\tau}$ and since the right hand side is fixed by $\tau$ we obtain, for all $a \in I$

$$
\left(a+a^{\sigma}\right)^{\lambda}=\left(a+a^{\sigma}\right)^{i \tau} .
$$

If $I \neq 0$, then this yields a vanishing trace form. But observe that $\lambda \in\langle\sigma, \tau\rangle$ and that the latter group is a fours group of X-outer automorphisms of $F$. We can then consider each of the four possibilities $\lambda=1, \sigma, \tau, \sigma \tau$, in turn, and obtain a contradiction. Thus $I=0$ and $J=0$, as claimed.
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